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A linguistic model for an Information Retrieval System
(IRS) defined using an ordinal fuzzy linguistic approach
is proposed. The ordinal fuzzy linguistic approach is
presented, and its use for modeling the imprecision and
subjectivity that appear in the user-IRS interaction is
studied. The user queries and IRS responses are mod-
eled linguistically using the concept of fuzzy linguistic
variables. The system accepts Boolean queries whose
terms can be weighted simultaneously by means of or-
dinal linguistic values according to three possible se-
mantics: a symmetrical threshold semantic, a quantita-
tive semantic, and an importance semantic. The first one
identifies a new threshold semantic used to express
qualitative restrictions on the documents retrieved for a
given term. It is monotone increasing in index term
weight for the threshold values that are on the right of
the mid-value, and decreasing for the threshold values
that are on the left of the mid-value. The second one is a
new semantic proposal introduced to express quantita-
tive restrictions on the documents retrieved for a term,
i.e., restrictions on the number of documents that must
be retrieved containing that term. The last one is the
usual semantic of relative importance that has an effect
when the term is in a Boolean expression. A bottom-up
evaluation mechanism of queries is presented that co-
herently integrates the use of the three semantics and
satisfies the separability property. The advantage of this
IRS with respect to others is that users can express
linguistically different semantic restrictions on the de-
sired documents simultaneously, incorporating more
flexibility in the user-IRS interaction.

Introduction

Information retrievd involves the developmehof com-
pute systens for the storag and retrievd of (predomi-
nantly) textud information (documents)The main activity
of an IRS is the gatheriry of the pertiner filed documents
tha beg satisfy use information requiremerg (queries).
Both documerds ard use queries mug be formally repre-
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sentel in a consisteh way, so tha IRS can satisfactorily
devel the retrieva activity. Basically, IRSs presenthree
componerg to carry out their activity:

1. A Database which stores the documens ard the repre-
sentatim of their information contens (index terms) It is
built using tools for extractirg index terms ard for rep-
resentiy the documents.

2. A Query Subsystemwhich allows uses to formulate
their queries by mears of a query language.

3. An Evaluation Subsystemwhich evaluate the docu-
mentsfor ause query It presers an inferene procedure
that establishe arelationshp betwea the use request
and the documerd in the databas to determire the
relevane of ead documei to the use query.

Most of the existing IRSs are basel on the Boolean
retrievd modd (Saltmn & McGill, 1984 Van Rijsbergen,
1979) Usually, the databas represerd the documens as
set of index terms the quely subsyste represergthe user
queries as Boolean combinatiors of index terms and the
evaluatian subsystm uses atotd matchirg mechanim be-
tween documeng and queries as an inferen@ procedure.
The® IRSs presemmary limitations (Cooper 1988 Salton
& McGill, 1984) mainly the lack of flexibility and precision
for representig documen contents for describirg user
queries and for characterizig the relevane of the docu-
mens retrieval for a given use query. Thes drawbacks
may be overcone by incorporatig weight in the three
levels of information representatio that exig in an IRS:

1. Documenm representatia level By computirg weights
of index terms the systen specifies to wha extent a
documen matche the concep expressé by the index
terms.

2. Quel representatio level By attachig weighs in a
guery, ause can provide amore precie descriptio of
his or her information need or desirel documents.

3. Evaluation representatia level By assignig weights to
characterie the relationshig betwe@ use queries and
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document representations the evaluation subsystem pro- in a query: the individual terms of the query, the logical
vides a means, called retrieval status value (RSV) of a  connectives for the query, and the subexpressions for the
document, to discriminate the documents retrieved by  query (associations of terms with logical connectives). The
relevance judgments. first option is the one most often applied by users. On the
other hand, three semantic possibilities are to be found in
The Fuzzy Set Theory (Zadeh, 1965) has been used ithe literature (Bordogna et al., 1991; Kraft et al., 1994):
order to achieve a mathematical formalization of the use ofveights as measures of the importance of a specific element
weights for handling uncertain information in the different in representing the query, or as a threshold to aid in match-
representation levels, e.g. (Bookstein, 1980, 1985; Boring a specific document to the query, or as a description of
dogna, Carrara, & Pasi, 1991; Bordognha & Pasi, 1995ban ideal or perfect document. These semantics act on the
Buell & Kraft, 1981a, 1981b; Cater & Kraft, 1989; Chen & quality, hence, a term represents the conceptual content of a
Wang, 1995; Cross, 1994; Kantor, 1981; Kerre, Zenner, &ocument. That is to say, usual query subsystems manage
DeCaluwe, 1986; Kraft & Buell, 1983; Lucarella & Morara, qualitative semantics considering that users do not need
1991; Miyamoto, 1990; Negoita, 1973; Radecki, 1979; Salsemantics of a quantitative nature. Thus, a user cannot
ton, Fox, & Wu, 1983; Tahani, 1976; Waller & Kraft, express his/her possible quantitative restrictions in a query
1979). These fuzzy retrieval models use predominantly nufe.g., to establish limits on the amount of documents to be
meric weights (values in [0, 1]) in their fuzzy formulations retrieved for each term). Furthermore, these usual query
of the representation levels. subsystems manage in a same weighted query only one
The weights of index terms are usually obtained usingsemantic possibility, and so, they do not support those users
automatic full-text indexing procedures without user—IRSthat may need to express different kinds of semantic restric-
interaction (Salton, 1989). Therefore, it seems reasonable tions in a same weighted query.
use quantitative values in the representation of document The main aim of this article is to present a linguistic IRS
content. However, the other representation levels suppoxtith a highly expressive weighted query subsystem. It is
the user—IRS interaction, and therefore, they should be ablmodeled by means of an ordinal fuzzy linguistic approach to
to account the possibility for using qualitative values typicalsimplify its design. The query subsystem is Boolean and
of human communication. The query languages based opresents two novelties: (i) users can express qualitative or
numeric weights force the user to quantify qualitative con-quantitative restrictions on the query terms; and (ii) users
cepts (such as “importance”), ignoring the fact that manycan express different kinds of semantic restrictions on a
users are not able to provide their information needs preterm in a weighted query simultaneously. To do so, we
cisely in a quantitative form but in a qualitative one. In fact, introduce two new semantics, a qualitative one, called the
it seems more natural to characterize the contents of theymmetrical threshold semantiand a quantitative other,
desired documents by explicitly associating a linguisticcalled thequantitative semantic he first one is modeled by
descriptor to a term in a query, such as “important” or “verya linguistic matching function that is different from the
important,” instead of a numerical value. Similarly, the IRS usual functions proposed in the literature for threshold se-
is more user-friendly if the estimated relevance levels of thenantics (monotone nondecreasing function) because it is
documents are supplied in a linguistic form (e.g., linguisticsymmetrical with respect to the mid value, i.e., the function
terms such as “relevant,” “very relevant,” may be used)is monotone increasing for the threshold values that are on
rather than with scores. Following these ideas (Bordogna &he right of the mid-threshold value (presence weights), and
Pasi, 1993), several fuzzy linguistic IRSs have been prodecreasing for the values that are on the left (absence
posed using duzzy linguistic approactiZadeh, 1975) to weights). The latter is modeled by a linguistic matching
model the weights in the query and evaluation subsystemfunction, which limits the amount of documents to be re-
(Biswas, Bezdek, Subramanian, & Marques, 1987a, 1987lrieved for a term in a query. We also incorporate the usual
Bolc, Kowalski, & Kozlowska, 1985; Bordogna & Pasi, semantic of relative importance (Waller & Kraft, 1979), but
1993, 1995a; Bordogna & Pasi, 1997; Doszkocs, 1986its effect is restricted when the term appears in a Boolean
Kraft, Bordogna, & Pasi, 1994). In this context, thelinal  expression. It is modeled by two aggregation operators of
fuzzy linguistic approach(Delgado, Verdegay, & Vila, weighted linguistic information used to manage the Boolean
1993; Herrera & Herrera-Viedma, 1997; Herrera, Herreraconnectives of the subexpressiottge Linguistic Weighted
Viedma, & Verdegay, 1996Db) is a linguistic approach thatDisjunction (LWD) operatorand thelLinguistic Weighted
allows us to overcome the limitations of the classical fuzzyConjunction (LWC) operatofHerrera & Herrera-Viedma,
linguistic approach (Zadeh, 1975), i.e., we do not have tdl997). We define a new weighted query language that
explicitly establish semantic rules or syntactic rules (e.g.increases the expression possibilities for the users. It sup-
using a context-free grammar), thereby reducing, the comports the fact that a user can use all three kinds of semantics
plexity of the design for the IRS. on the terms for a query simultaneously or independently.
To formalize fuzzy linguistic weighted querying, we Thus, we incorporate more flexibility in the user—IRS inter-
have to arrange the query elements that a user can weigttion by providing more means for each user to express
and some aspects of the semantics associated to the qudrg/her information needs. The linguistic IRS has a bottom-
weights as well. Obviously, a user can weigh three elementap evaluation subsystem that deals coherently with the
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different semantics that may appear in a weighted query. Its In any fuzzy linguistic approach for solving a particular
main property is that it acts by overcoming the problems ofproblem, we have to make two decisions (Herrera & Her-
the application of the importance semantic, i.e., it satisfiesera-Viedma, 2000):

the separability propertyFinally, we should point out that

the retrieved documents are arranged in linguistic relevance 1. The choice of the linguistic term set and its semartic.

classes, as was done previously (Bordogna & Pasi, 1993),
but in this case identified by ordinal linguistic values.

This article is set out as follows. The ordinal fuzzy
linguistic approach is presented next. The fuzzy linguistic
IRS is defined in its own section. Finally, the last section
includes our conclusions.

The Ordinal Fuzzy Linguistic Approach

consists of establishing the linguistic expression domain
used to provide the linguistic performance values. To do
so, we have to choose the granularity of the linguistic
term set, its labels, and its semantic.

2. The choice of the aggregation operator of linguistic

information. It consists of establishing an appropriate
aggregation operator of linguistic information for aggre-
gating and combining the linguistic performance values.

The Choice of the Linguistic Term Set and its Semantic

There are situations in which the information cannot be

assessed precisely in a quantitative form, but it may be done The choice of the linguistic term set and its semantic to

in a qualitative one, and thus, the use ofirgguistic ap-

represent the linguistic information is the first goal to be

proachis necessary. For example, when attempting to qualSatisfied in any linguistic approach for solving a particular
ify phenomena related to human perception, we are ofteRroblem. From a practical point of view, we can find two

led to use words in natural language instead of numericapossibilities to choose the appropriate linguistic descriptors
values. This may arise for different reasons (Chen &Of the term set and their semantic:

Hwang, 1992): there are some situations in which the in-
formation may be unquantifiable due to its nature, and thus,
it may be stated only in linguistic terms (e.g., when evalu-
ating the “comfort” or “design” of a car, terms like “good,”
“medium,” “bad” can be used). In other cases, precise
quantitative information may not be stated because either it
is unavailable or the cost of its computation is too high, so
an “approximate value” may be tolerated (e.g., when eval-
uating the speed of a car, linguistic terms like “fast,” “very
fast,” “slow” may be used instead of numerical values).
The fuzzy linguistic approaclis an approximate tech-
nique appropriate for dealing with qualitative aspects of
problems. It models linguistic values by meangiofuistic
variables (Zadeh, 1975). Because words are less precise
than numbers, the concept of a linguistic variable serves the

1. The classical fuzzy linguistic approachhis first possi-

bility defines the linguistic term set by means of a con-
text free grammar, and the semantic of linguistic terms is
represented by fuzzy numbers described by membership
functions based on certain parameters and on a semantic
rule (Bordogna & Pasi, 1993; Kraft et al., 1994; Zadeh,
1975).

. The ordinal fuzzy linguistic approacfihe latter defines

the linguistic term set by means of an ordered structure
of linguistic terms, and the semantic of linguistic terms is

derived from their own ordered structure, which may be
either symmetrically distributed or not on the interval [0,

1] (Delgado et al., 1993; Herrera & Herrera-Viedma,

1997; Torra, 1996; Yager, 1995).

purpose of providing a measure for an approximate charac- In both cases, to establish the linguistic descriptors of a
terization of the phenomena that are too complex or ill-linguistic variable, one important aspect to be analyzed is
defined to be amenable to their description by conventionahe granularity of uncertaintyj.e., the level of discrimina-
quantitative terms. Its application is beneficial because ition among different counts for uncertainty, in other words,
introduces a more flexible framework for representing thethe cardinality of the linguistic term set used to express the
information in a more direct and suitable way when it is notlinguistic information. This cardinality must be small
possible to express it accurately. Thus, the burden of quarenough so as not to impose useless precision on the users,

tifying a qualitative concept is eliminated, and the systemsand it must be rich enough to allow a discrimination of the

can be simplified.

Definition 1 (Zadeh, 1975): A linguistic variable is char-

acterized by a quintuple_¢( H(L), U, G, M) in whichL is
the name of the variabld4(L) (or simply H) denotes the
term set ofL, i.e., the set of names of linguistic valueslLof

assessments in a limited number of degrees. Typical values
of cardinality, used in the linguistic models, are odd values,
such as 7 or 9, with an upper limit of granularity of 11, or
no more than 13, where the mid-term represents an assess-
ment of “approximately 0.5,” and the rest of the terms being

with each value being a fuzzy variable denoted genericallyplaced symmetrically around it (Bonissone & Decker,

by X and ranging across a universe of discowseavhich is
associated with the base variahlg G is a syntactic rule
(which usually takes the form of a grammé#or generating
the names of values df; and M is a semantic rule for
associating its meaning with eathM(X), which is a fuzzy
subset ofU.

1986). These classical cardinality values seems to fall in line
with Miller’'s observation about the fact that human beings
can reasonably manage to bear in mind seven or so items
(Miller, 1956). In the classical fuzzy linguistic approach, the
granularity of uncertainty is not easily under control be-
cause the grammar may generate a large list of descriptors,
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FIG. 1. A symmetrically distributed ordered set of seven linguistic terms.

and we can find inadequate values of cardinalities (very
high ones). However, in the ordinal fuzzy linguistic ap-
proach, we can control this aspect and provide users with a
few but meaningful and useful linguistic descriptors.

As was mentioned earlier, in this article we will assume
the ordinal fuzzy linguistic approach, and therefore, we will
reduce the complexity when defining a grammar and a
semantic rule, and we will be able to explicitly control the
granularity of uncertainty.

In the following subsection we characterize the linguistic
term set used to represent the linguistic information.

possibility for defining the subdomains of each term
consists of assigning fuzzy sets to each term (see Herrera
et al., 1996b).

2. Nonsymmetrically distributed termin this case, it is
assumed that a subdomain of the reference domain may
be more informative than the rest of the domain (Torra,
1996). In such a case, the density of linguistic labels in
that subdomain could be greater than the density in the
rest of the reference domain, i.e., the ordered linguistic
term set would not be symmetrically distributed. For
instance, suppose that we require a temperature control
system with a very precise behavior when the tempera-
ture is “Low.” The linguistic term set for this situation
would have a distribution over the reference domain
similar to that in Figure 2 (in Fig. 2 AN= almost-nil and
QL = quite-low) (Torra, 1996).

Without loss of generality, we will assume the first

possibility, i.e., symmetrically distributed terms. Further-

more, we require the following properties: (1) The set is

Characterization of the ordinal linguistic term set ordered:s; = s if i = j. (2) Negation operator: Neg
When the linguistic term set is defined by means of a= § such thatj = J — i. (3) Maximization operator:
grammar, we mainly have to give the primary terms, theMAX(s;, ) = s; if 5 = 5. (4) Minimization operator:
modifiers for them, the production rules, the semantic memMIN(s;, ) = s if 5 = s;.
bership functions of the primary terms, and the action se- 1he subdomains of the terms are given by fuzzy numbers
mantic rules for the modifiers (Bonissone, 1982; Bordognalefined on the interval [0, 1], which are described by mem-
& Pasi, 1993; Herrera & Herrera-Viedma, 2000). In anbership functions. As the linguistic assessments are merely
ordinal characterization of the linguistic term set all terms@Pproximate ones given by the users, we can consider that
are assumed to be primary ones, and distributed on a scaigear trapezoidal membership functions are good enough to
([0, 1]) on which a total order is defined (Herrera & Herrera- capture the vagueness of those linguistic assessments, be-
Viedma, 1997; Torra, 1996; Yager, 1995). In this case, th&ause obtaining more accurate values may be impossible or

semantic is introduced from the structure defined on tha!nnecessary. This representation is achieved by the 4-tuple
linguistic term set. (a;, b;, @, B;) (the first two parameters indicate the interval

LetS= {s}, i €{0, ..., I} be a finite and totally in which the membership value is 1.0; the third and fourth

ordered label set in the usual sense and with odd cardinalitharameters indicate the left and right widths of the support).

as in (Bonissone & Decker, 1986). Depending on the dis- Example 1.For example, we can use the following set of

tribution of the linguistic terms on a scale ([0, 1]), there areNine labels with each associated semantic @net [0, 1]

two possibilities for defining the semantic of the linguistic (base variable domain) to evaluate the linguistic variables in

term set: our fuzzy linguistic IRS (Bonissone & Decker, 1986) as is
shown in Figure 3:

1. Symmetrically distributed termdn this case, ordered
linguistic term sets that are distributed on a scale, as was
mentioned above, with an odd cardinal and the mid-term
representing an assessment of “approximately 0.5” and
the rest of the terms that are placed symmetrically around
it are assumed. The semantic of the linguistic term set is
established from the ordered structure of the term set by
considering that each linguistic term for the pag;, (
Sys_;) is equally informative. This proposal may be
explicitly defined by assigning a subdomain of the ref-
erence domain [0, 1] to each linguistic term. For exam-
ple, a set of seven tern&defined as

S={s = none s, = very low s, = low, s; = medium

T=Total=(1,1,0,0
EH = Extremely High = (0.98, 0.99, 0.05, 0.01
VH = Very High = (0.78, 0.92, 0.06, 0.05
H = High = (0.63, 0.80, 0.05, 0.06
M = Medium = (0.41, 0.58, 0.09, 0.07
L=Low = (0.22, 0.36, 0.05, 0.06
VL = Very Low = (0.1, 0.18, 0.06, 0.05
EL = Extremely Low (0.01, 0.02, 0.01, 0.05
N= None = (0,0,0,0

VH

s, = high, s; = very high s; = perfec},

in whichs, < s, iff a < b, can be distributed on [0, 1],
as is shown in Figure 1.

In this example, the distribution is a partition of the [0, 1]
interval (Bordogna & Pasi, 1997; Yager, 1995). Another

FIG. 2. A nonsymmetrically distributed ordered set of seven linguistic
terms.
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The Choice of the Aggregation Operator of Linguistic h is monotonically nonincreasing or nondecreasing in the
Information first argument. It should be noted that conditions (3) and (4)

Th t of linquistic inf i ires th actually determine the type of monotonicity obtained from
€ management ot linguistic information requires e(2). If a > ID, thenh(c, a) is monotonically nondecreasing

use of adequate aggregation operators of linguistic informa]-—n ¢, whereas ifa < ID then it is monotonically nonin-

tlog' Oge tetch?l?u; tlo cigl)(rgb_lnirllanU|sttl)c \I{alues glV(tarl[_on ar]:reasing. The third condition is a manifestation of the im-
ordered set of fabels 1ika 1S he Ssymbolic. computation _perative that void importance items do not affect the aggre-

(Delgado et al., 1993; Herrera & Herrera-Viedma, 1997; ti The final dition i tiallv a bound
Herrera et al., 1996b; Yager, 1995). It acts by direct com—ga on process. The fihal condition 1s essentiatly a boundary

tali labels by taking int t th ; ondition that states that the assumption of each importance
putation on fabels by 1aking into account the meaning an(;qual to one is effectively the same as not including impor-
features of such linguistic assessments. This symbolic toql e at all

seems natural when using the linguistic approach, becaus '

€ The transformation function depends upon the type of

the linguistic assessments are simply approximations th?gregaﬂon of weighted information that is going to be

?re g;vgn and handle(: Wh?n I |sT|I'r]npo.SS|ttr)]l-e or unrl(re]cessar rformed. In our IRS, we use the linguistic aggregation
0 obtain more accurate values. 1hus, In this case, the US€ i a1qrs MAX and MIN (see above). In Yager (1987), he

membership functions associated to the linguistic terms ISiscussed the effect of the importance degrees on the
unnecessary. Furthermore, they are computationally simpIEMAX,, and “MIN” types of aggregation and suggested a

and quick (Delgado et al., 1993). L class of functions for importance transformation in both
The evaluation subsystem of fuzzy linguistic IRS deals

o . . types of aggregation. For the MIN aggregation, he sug-
W'tth Ilngwstlci Welgfhlt.ed qu'?rles..TE:argfp rfe, Wetnee:j aggrle'gested a family of t-conorms acting on the weighted infor-
gation operators of inguistic weighted information 10 eval- yii4n ang the negation of the importance degree, which
uate the linguistic RVSs of the documents. In the following

bsecti t th t din th luati resents the nonincreasing monotonic property in these
23;5;;2’ we present the operators used in the evaiuatl ﬁ%portance degrees. For the MAX aggregation, he sug-

gested a family of t-norms acting on weighted information
and the importance degree, which presents the nondecreas-

Aggregation operators of linguistic weighted information 1Ng monotonic property in these importance degrees. Ac-
These operators aggregate linguistic information procording to these ideas, we propose to use the following

vided for different criteria that are not equally important. 2ggregation operators of linguistic weighted information

Usually, they provide the aggregation of linguistic weighted(He”era & Herrera-Viedma, 1997) in the evaluations of the

information combined with the linguistic importance de- linguistic weighted queries:

grees as a final result as in Herrera and Herrera-Viedma Definition 2: The aggregation of a set of linguistic

(1997). Therefore, the aggregation of linguistic weightedweighted opinions, {¢;, a;), ..., €m am)} Ci, & € S,
information involves two activities: according to the Linguistic Weighted Disjunction (LWD)
operator is defined as

1. The transformation of the linguistic weighted informa-

tion under the linguistic importance degrees by means of | \wp[(c, a,), .. .,(c,, a,)] = MAX,_, LC (g, &)
a transformation functioh. P e T

2. The aggregation of the transformed linguistic weighted
information by means of an aggregation operator of wherea; represents the weighted opinian the importance
nonweighted linguistic informatioh degree ofa;, and LG~ are a group of linguistic t-norms,
calledthe linguistic conjunction functionsshich are mono-
A general specification of the requirements that anytonically nondecreasing in the weights and satisfy the prop-
importance transformation functidm must satisfy for any erties required for any transformation functionExamples
type of aggregation operatéris the following (Herrera &  of these functions are:
Herrera-Viedma, 1997; Yager, 1994): (1)af > b, then
h(c, a) = h(c, b); (2) h(c, a) is monotone irc; (3) h(so, 1. The classical MIN operator:
a) = ID; (4) h(s4, a) = a, with a, b € S expressing the LCT(c, a) = MIN(c, a).
linguistic weighted assessments to be aggregatedSthe

linguistic importance degree associated with the assess- 2- The nilpotent MIN operator:

ment, and “ID” an identity element, which is such that if we LCs (¢ a) = { MIN(c, @) if c > Nega)
add it to our aggregations it does not change the aggregated S otherwise.
value. The first condition means that the functibnis 3. The weakest conjunction:

monotonically nondecreasing in the second argument, i.e., if
the satisfaction with regards to the criteria increases the
overall satisfaction should not decrease. The second condi-
tion may be viewed as a requirement of the effect of the Definition 3: The aggregation of a set of linguistic
importance of being consistent. It does not specify whetheweighted opinions, {¢;, a;), ..., €y aw} CGa € S,

MIN(c,a) if MAX (c,a) = sy

LC3(c, @) = { S otherwise.
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according to the Linguistic Weighted Conjunction (LWC) Definition of the Database

operator is defined as: - )
We assume a database of a traditional fuzzy IRS as in

(Buell & Kraft, 1981; Miyamoto, 1990; Radecki, 1979;
LWC[(cy, @), - - -+ (Cm @] = MINi_; ;L1 (C), &), Tahani, 1976; Waller & Kraft, 1979), where the IRS—user
interaction is unnecessary because it is built automatically.
where LI are a group of linguistic implication functions, Therefore, we do not use an ordinal fuzzy linguistic formu-

calledthe linguistic implication functionsyhich are mono- lation for the database. N
tonically nonincreasing in the weights and satisfy the prop- The database stores the finite set of documebts

erties required for any transformation functionExamples = {di, ..., dy} with its representation R(D)
of these functions are: = {Rdl, cee, Rdm}, and the finite set of index term%
= {t;, ..., 1,}. Documents are represented by means of

index terms, which describe the subject content of the
documents. A numeric indexing functighD X T — [O,
1], exists, calledindex term weighting functioifTahani,

1. Kleene-Dienes’s implication function:
LI (c, a) = MAX (Neg(c), a).

2. Godel's implication function: 1976; Waller & Kraft, 1979). Thusk maps a given docu-
L7 a) :{ s; ifc=a mentd; and a given index ternt; to a numeric weight
2 a otherwise. between 0 and F(d;, t;) = 0 implies that the documen;

3. Fodor's implication function: is not at all about the concept(s) represented by index term
s, ifc=a t, and F(d;, t) = 1 implies that the documend; is
LI5’(c,a) = { MAX (Neg(c),a) otherwise. perfectly represented by the concept(s) indicatedtby
Using the numeric values in (0, E)can weigh index terms
) , according to their significance in describing the content of a
Remark 1: The LWD and LWC operators will be used document in order to improve the retrieval of documents. As

to model the Boolean connectives OR and AND that con4g known, the quality of the retrieval results strongly de-

nects the terms weighted according to the relative impor-

t tic in th b . f Eeends on the criteria used to compEteDifferent document
ance semantic in the Subexpressions 1or a quety, respegsym weighting schemes have been used for defiring

tively. (Bordogna et al., 1991; Cross, 1994; Salton & Buckley,
1988; Salton & McGill, 1984). In this article, we do not
focus on this aspect, and assume that the system uses any of
the existing weighting methods.

In this section, we present a fuzzy linguistic IRS modeled ~ Then, the document representatigy, also calleddoc
using an ordinal fuzzy linguistic approach. This linguistic Ument meaningCross, 1994; Kraft et al., 1994), is viewed

approach is applied in the design of the query subsysterfS a_fuzzy subset of and characterized by a membership

and the evaluation subsystem. Both subsystems provid@nction

ordinal linguistic values to express weights of the terms in

a query and RSVs of matched documents, respectively.

Therefore, the design of the IRS is simplified and the

information is presented in a more comprehensible way.

The main advantage of this fuzzy linguistic IRS is that users

can formulate weighted queries using different semanticsig j(tj) is @ numerical weight that represents the degree of

even, simultaneously. significance ot; in d;, such thajug ;(t;) = F(d;, t;). In this
From a mathematical point of view, we define the context, we can define the concepinog¢aning of index term

fuzzy linguistic IRS as a collection of six element3, (T, t;, calledM(t;), which may be represented as a fuzzy subset

Q, F, W, E), where:D is a set of documents or records; of documents irD (Buell & Kraft, 1981b; Radecki, 1979):

is a set of index terms (single words or phras&3)s a

set of fuzzy linguistic weighted Boolean queries or re-

quests;F is a numeric indexing function that weighs the

relationship betwee® and T with numeric valuesW is

a linguistic weighting function that weighs the relation-

ship betweerm andQ with ordinal linguistic values; and

E is a linguistic evaluation function that weighs the with wy,(d;)) = F(d;, t) € [0, 1]. M(t) may be

relationship betweerQ and D with ordinal linguistic interpreted as the evaluation of a query formed by the single

The Fuzzy Linguistic IRS

|
preT = [0, 1], i.e,Ry = > pg, (t)/t;.

i=1

M(t) = Z ILM(t.)(dj)/di’

i=1

values. termt;.

In the following subsections, we define these basic parts Example 2. Assume a small database that has at this
of system: the databas® (and T andF), the query sub- moment a set of 10 index ternis= {t,, ..., t;o} and a
system Q andW) and the evaluation subsystef)( set of seven documen3 = {d,, ..., d;}. These docu
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ments and are indexed by means of an indexing fundtion
which assigns the following weights:

Rd1 = 07/t5 + O4/t6 + 1/t7

Ry, = 1/t, + 0.645 + 0.8/ + 0.94,

Ry, = 0.51, + 1/t; + 0.84,

Ry, = 0.9/, + 0.5k + 1/t;

Ry = 0.7/t + 1/t, + 0.4k + 0.8/ + 0.6/,
Ry, = 1/ts + 0.99%; + 0.84,

Ry, = 0.8/ts + 0.024; + 0.8, + 0.9/,

Definition of the Query Subsystem

it allows users to build weighted queries according to dif-
ferent semantics simultaneously.

In particular, it manages three semantics: two are quali-
tative, and one is quantitative. We should point out that the
chosen semantics are consistent and complementary be-
tween one another in the following sense: (i) consistent
means that the information needs expressed by some se-
mantics do not contradict those expressed by others; and (ii)
complementary means that users can express all or the
greater part of their information needs using the chosen
semantics. They are presented below.

Qualitative semantics. Fuzzy weights have been used
as qualitative restrictions associated to different semantics.
The main approaches are the following (Kraft et al., 1994):

We propose a query subsystem with a fuzzy linguistic _ _
weighted Boolean query language to express user queries. 1. Importance semantiookstein, 1980; Waller & Kraft,
With this language each query is expressed as a combina- 1979). This semantic defines query weights as measures

tion of the weighted index terms that are connected by the

logical operators AND A\), OR (\/), and NOT ). The

weights are ordinal linguistic values taken from a label set

of the relative importance of each term for the query with
respect to the others in the query. By associating relative
importance weights to terms in a query, the user is asking
to see all documents whose content represents the con-

S. To complete the formu!ation of the.query subsystem we cept that is more associated with the most important
have to study the semantic of the weights and the rules for  terms than with the less important ones. In practice, this

formulating queries. Both are analyzed in the following
subsections.

The semantic of the weights

means that the user requires that the computation of the
RSV of a document be dominated by the more heavily
weighted terms.

2. Threshold semantiBuell & Kraft, 1981a, 1981b; Kraft
& Buell, 1983). This semantic defines query weights as

By assigning weights in queries, users specify restric- satisfaction requirement; for each term of query .tO be
tions on the documents that the IRS has to satisfy in the considered when matching document representations to

retrieval activity. We observe that a user can impose two

kinds of restrictions on documents to be retrieved:

1. Qualitative restrictionswhen the query weights express
criteria that affect the quality of the document represen-
tations to be retrieved, i.e., constraints to be satisfied by
the index term weights that appear in the retrieved doc-
ument representations.

2. Quantitative restrictionswhen the query weights ex-
press criteria that affect the quantity of the documents to
be retrieved, i.e., constraints to be satisfied by the num-
ber of documents to be retrieved.

Usually, most classical fuzzy query languages (e.g., see
(Biswas et al., 1997a; Bookstein, 1980; Bordogna et al.

1991; Bordogna & Pasi, 1993; Buell & Kraft, 1981a, 1986b;
Kraft et al., 1994; Waller & Kraft, 1975)) present these two

the query. By associating threshold weights with terms in
a query, the user is asking to see all the documents
sufficiently about the topics represented by such terms.
In practice, this means that the user requires to reward a
document whose index term weigtfsexceed the es-
tablished thresholds with a high RSV, but allowing some
small partial credit for a document whoevalues are
lower than the thresholds.

3. Perfection semanti¢Bordogna et al., 1991; Cater &
Kraft, 1989). This perfection semantic defines query
weights as descriptions of ideal or perfect documents
desired by the user. By associating weights with terms in
a query, the user is asking to see all the documents whose
content satisfies or is more or less close to his ideal
information needs as represented in the weighted query.
In practice, this means that the user requires to reward a

' document whose index term weights are equal to or at

least near to term weights for a query with the highest

RSV. With such a semantic, the user must be able to

similarities: (1) they are based on qualitative semantics; and  specify precisely the characteristics of the user’s perfect
(2) they do not allow users to build weighted queries ac- document in a consistent way with the document repre-

cording to different semantics simultaneously.

sentations.

However, in some query situations, a user may want to

see afew documents (quantitative restriction) that concern

very much(qualitative restriction) with the concept ex-
pressed by an index termy. To deal with such query

In essence, although with different interpretations, the
threshold semantic and perfection semantic present many
similarities. Hence, most approaches based on both seman-

situations we propose a more complete and powerful quertics have a similar axiomatic behavior according to the
language that incorporates the following characteristics: (1¢ollection of desired properties for the fuzzy IRSs (Cater &
it is based on qualitative and quantitative semantics; and (ZXraft, 1989; Waller & Kraft, 1979), e.g., they usually satisfy
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theseparability propertyBoth semantics are context free in a greater quantitative weight contribute with a higher num-
the sense that a term weight in a query does not carry anlyer of pertinent documents. In practice, the use of this new
information about the relationships between the considereduantitative semantic has two beneficial consequences with
term and the other terms in the query. Furthermore, from aespect to the classical existing systems:
practical point of view, their evaluation mechanisms in the
matching processes are usually based on comparison of 1. The RSVs of retrieved documents are calculated using
criteria between index term weights and term weights for the restricted number of document determined for each
the query. So, if we decide to use both semantics at the same  query term by its quantitative weight. With this weight a
time in formulating weighted queries, users may incorporate ~ user can choose those documents that best satisfy the
inconsistencies in their weighted queries. For example, a ~ concepts represented by the term, or most documents
user may express some information needs by means of a that satisfy the concepts, or some documents the_lt satisfy
semantic, and at the same time, express the opposite infor- the concepts, etc. Hence, we may perform a refinement

. . . or tuning of the output documents of IRS. In our case,
mation needs with the other one. To overcome this problem

. ) . . this semantic helps us to refine the relevance classes of
and due to their multiple similarities, in Kraft et al. (1994) documents in thepoutput of IRS.

a query subsystem was proposed that merged both seman-5 A soft control on the total number of retrieved docu-
tics into one called thenodified threshold semantidts ments that is performed query term to query term.

interpretation used a function that merges the evaluation
mechanism of the perfection semantic defined in Bordogna o the other hand. we must point out that with such a

et al. (1991) and the evaluation mechanism of the thresholde manic the user must have a clear quantitative idea of the
semantic defined in Buell & Kraft (1981a). This function et of retrieved documents for each term that he desires, and
presents the same property as the functions of thresholgl <o me cases this always is not possible.

semantics proposed in the literature, i.e., it is monotone 14, sum up, we propose a query subsystem with a

nondecreasing irF. On the other hand, the importance weighted query language which manages three possible

semantic presents many differences with respect 10 thgemantics: the symmetrical threshold semantic, the impor-
threshold and perfection semantics. For example, it does Nt e semantic. and the quantitative semantic.

satisfy the separability property, it is not a context-free

semantic, and its evaluation mechanism does not depend on

comparisons between index term weights and term weightRules for formulating queries

for the query. Furthermore, its semantic interpretation is Formally, in Bordogna and Pasi (1993) a fuzzy linguis-

very different. tic-weighted Boolean query with one semantic was defined
Then, from the above analysis, we propose a queras any legitimate Boolean expression whose atomic com-

language that incorporates the following two qualitativeponents are pairst;, c;) belonging to the setT X H

semantics: (Importancé; t; is an element of the sdt of terms, anct;
is a value of the linguistic variablémportance with qual-
1. A symmetrical threshold semantighich presents a dif- ifying the importance that the tery must have in the

ferent interpretation, being monotone increasing for the —desired documents. The authors proposed a perfection se-
threshold values that are on the right of the mid-value, mantic and a classical linguistic approach for defining the
and decreasing for the threshold values that are on the linguistic variablelmportance

left. In our case, each term in a query can be weighted
2. A classical importance semantishich has an effect according to three different linguistic weights, even simul-
when the term is in a Boolean expression. taneously. As in Bordogna and Pasi (1993), we use the
linguistic variable Importance to express the linguistic
We shall present both in detail later. weights, but defining it with the ordinal linguistic approach

as described earlier. Thus, we consider a set of ordinal

Quantitative semantic. As was mentioned earlier, a linguistic valuesS to express the linguistic weights. Then,
user may want to incorporate in his/her query not onlywe define a fuzzy linguistic weighted Boolean query as any
qualitative criteria but also quantitative ones. To model thidegitimate Boolean expression whose atomic components
requirement, some existing systems allow to perform gatoms) are quadruplés, ¢, ¢, ¢) belonging to the set,
control on the cardinality of retrieved documents by awholeT x S% t. € T, andc!, ¢?, ¢ are ordinal values of the
query (Salton, 1989; Salton & McGill, 1984). In this article, linguistic variablelmportance,modeling the symmetrical
we introduce a new proposal for modeling a semantic of ahreshold semantic, the quantitative semantic, and the im-
quantitative nature. This quantitative semantic defines quergortance semantic, respectively. Accordingly, the Qeatf
weights as measures of quantity of documents for each teritme legitimate queries is defined by the following syntactic
of query that users want to consider in the computation ofules:
the final set of documents retrieved. By associating quanti-
tative weights with the terms in a query, the user is asking 1. vq = (t;, ¢!, 23 ¢y € Tx S - q € Q.
to see a set of retrieved documents in which the terms with 2. Vg, pe Q - q/\ p € Q.
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N EL VL L M H VH EHT evaluate a Boolean query with more than one weighted term
by means of a constructive bottom-up process based on the
criterion of separability(one of the most important proper-
ties of the wish list) (Cater & Kraft, 1989; Waller & Kraft,
1979). This process includes two steps:

, 1. first, the documents are evaluated according to their
00 03 10 relevance only to atoms of the query. In this step, a
FIG.3. A set of nine terms with its semantic. partial RSV is assigned to each document with respect to

each atom in the query;

2. second, the documents are evaluated according to their
3.Vq,pEQ—>q\VpEQ relevance to Boolean combinations of atomic compo-
4.Yqg € Q — -(q) € Q. nents (their partial RSVs), and so on, working in a
5. All legitimate queries; € Q are only those obtained by bottom-up fashion until the whole query is processed. In

applying rules 14, inclusive. this step, a total RSV is assigned to each document with

respect to the whole query.

We should point out that all linguistic weights used in a
query to model different semantics are primary terms of The problem is that the fulfillment of some properties of
Importance but with different interpretations depending on the wish list may cause conflicts with the preservation of the
their respective semantics. For example, using the set gfemantic for the query weights. For example, when using an
labels given in Figure 8(Importance = {T, EH, VH, H, importance semantic the evaluation of an atom depends on
M, L, VL, EL, N}, a query termt; with a threshold weight the evaluations of other atoms in the query, and thus, the
of value “H” means that the user requires documents in€valuation process for atoms also depends on the fuzzy
whose content; there should be at least one high impor connectives chosen to model the Boolean operators. In
tance value; however, the same query tefrwith impor- particular, as happens in Bookstein (1980) and Buell and
tance weight of valueM” means that the user requires that Kraft (1981), if the AND operator is modeled as a mini-
in the computation of the set of retrieved documents thénum, then it is dominated by the lowest weighted term, and
meaning oft; must have a high importance value. thus this generates inconsistencies with the importance se-

Remark 2: as in Cater and Kraft (1989), we assume thatmantic, which requires that lower We|ght9d terms must
a term can appear several times in the same query, ar@ntribute to a lesser extent to define the total RSV. Fur-
therefore, the query subsystem must accept the possibility ghermore, in such a situation, when modeling the AND
having queries with different vectors of three weights on thedperator as a minimum it is impossible to overcome this
same terms. To explicitly show this aspect we define &roblem without losing the separability property of the wish
weighting function for queries denoted\as Then, if we fix ~ list.

a queryq, € Q with N atoms,W is defined as In this article, we present a constructive bottom-up eval-
uation subsystem that satisfies the separability property at
WHE, L e T - S the same time as supporting all the semantics of weights

considered, even the importance semantic. Its characteris-
WY = (W), we s, h=1, 2, 3, tics are analyzed as follows:

wheret® is the term ofkth atom ofqg, andwX" is the hth 1. The RSVs obtained by the evaluation subsystem are
v v v linguistic values taken from the linguistic variable “Rel-

linguistic We'ght oft‘;. . . evance” as in Bordogna and Pasi (1993), but in this
In the following subsection, we explain how to model the case, it is defined by an ordinal linguistic approach.
matching of weighted queries to documents. Therefore, a set of linguistic tern@is used to represent
the relevance values. For example, if we use the set of
labels given in Figure 3, i.eH(Relevancg= {T, EH,

Definition of the Evaluation Subsystem VH, H, M, L, VL, EL, N}, then a document, with

The goal of evaluation subsystem consists of evaluating a RSV = H means that the document presents a high
documents in terms of their relevance to a weighted query relevance value for the user query processed.
according to three possible semantics. In Cater and Kraft 2 ASin Bordogna etal. (1991), the evaluation subsystem

(1989) and Waller and Kraft (1979) somesh listswere considers only the terms appearing in the queries. This
proposed as a set of properties to be satisfied by evaluation means that documents are required to be concered

hani ff iahted Bool . . with terms in the queries satisfying the restrictions
mechanisms of fuzzy-weighted Boolean queries to retain as imposed by the linguistic weights; while, for absent

many of the Boolean lattice properties as possible. Many terms, any values are good for the user.
evaluation subsystems have been designed following these 3. To overcome the problems of equivalence in the
wish lists (Bookstein, 1980; Bordogna et al., 1991; Buell & weighted Boolean queries (Bookstein, 1978; Cater &

Kraft, 1981b; Kantor, 1981). These evaluation subsystems Kraft, 1989; Waller & Kraft, 1979), the user queries are
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10.

11.

preprocessed and put into either a conjunctive normal
form (CNF) or a disjunctive normal form (DNF) using
the transformation rules given in Korfhage (1978).
These rules are applied following the definition of
atomic truth table equivalencproposed in Cater and
Kraft (1989), but assuming the atoms defined to be
quadruplegterm, weight, weigh®, weighB).

. For a given query, the evaluation subsystem acts as a

hierarchical process distinguishing three evaluation lev-
els: (i) evaluation of individual atoms, (ii) evaluation of
Boolean subexpressions, and (iii) evaluation of the
whole query.

. The symmetrical threshold and quantitative semantics

are applied in the evaluation of individual atoms, be-
cause the evaluation process for an atom under such
semantics does not depend on the other atoms. Obvi-
ously, the separability property is consistent with both
semantics.

. In the evaluation of individual atoms, the symmetrical

threshold semantic is applied before the quantitative
semantic because the formulation of threshold queries
is a more absolute criterion for specifying documents
than the use of quantitative weights.

. For a given query, the evaluation subsystem distin-

guishes two kinds of logical connectives: (i) weighted
logical connectives, which establish relations between
the atoms in the subexpressions of a query, and (ii) the
nonweighted logical connectives, which establish rela-
tions between the subexpressions of a query. For ex-
ample, in the querg, = ({t}, wit, wi? wi3) \/ (12,

wit wit wi®) A wit o wit wid), /s a
weighted logical connective OR and is a non-
weighted logical connective AND.

. The evaluation subsystem assumes that the importance

semantic in a query formed by one atom has no mean-
ing because the importance semantic defines the query
weights as measures of the “relative importance” of
each atom with respect to the others in the query.

. Attending to the property (7), the evaluation subsystem

imposes that on the normal forms achieved in the pre-
processing of queries with more than two atoms, no
subexpression can appear with only one atom. For
example, if the user provides the following queagy,

= ((t1, wit, wi? wid) v/ (eE, wit, wi?, wit)) A\ (g,

w3t w32 w3, then the preprocessing mechanism
must transform it intog;, = ((t1,, wit, wi?, wis A

€3, wit, w3z wid) v (2, wit, waz, wid A (3,

w3t w3z, wid)).

Due to the interpretation of the importance semantic, in
the evaluation subsystem, it is applied in the evaluation
of Boolean subexpressions. This is done by integrating
the meaning of the importance semantic into the aggre-
gation operators used to model the action of the
weighted logical connectives that connect the atoms
into Boolean subexpressions of a query. Hence, we
manage to keep the independence for the evaluation
process of atoms, then, the separability property is
satisfied, and as a result, a bottom-up process can be
carried out.

As was mentioned earlier, the weighted logical connec-
tives AND and OR are modeled by means of the ag-
gregation operators of linguistic weighted information
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LWC and LWD, respectively. We should note that
these operators guarantee the correct application of the
importance semantic because both use transformation
functions that try to reduce the effect of elements with
low importance in the resulting aggregated information.
To do so, in the first operator, the elements with low
importance are transformed into small values and in the
second one into large values (Herrera & Herrera-
Viedma, 1997).

As queries are preprocessed and put into CNF or DNF
form, only atoms in a query are negated. When we have
an atom with a negated index term we can negate the
weighted term or weigh the negated term. As was done
in Buell and Kraft (1981b), the NOT operator is mod-
eled according to the latter interpretation. This means
that the evaluation of documerd; for a negated
weighted ator{(- (t%), w**, wk?, w*®) in a queryq,, is
obtained from the negation of the index term weight,
e, 1— F(d, t¥).

Finally, the evaluation subsystem models the non-
weighted logical connectives AND and OR, which re-
lates Boolean subexpressions into a query, by means of
the linguistic functions MIN and MAX, respectively.

12.

13.

Assuming the aforementioned characteristics, the evalu-
ation subsystem evaluates a query in five subsequent steps:

1. Preprocessing of the query.

2. Evaluation of atoms with respect to the symmetrical
threshold semantic.

3. Evaluation of atoms with respect to the quantitative
semantic.

4. Evaluation of subexpressions and modeling the impor-
tance semantic.

5. Evaluation of the whole query.

In the following subsections, we shall study each step in
detail.

Preprocessing of the query

In this step, the user query is preprocessed to put it into
either CNF or DNF, with the result that all its Boolean
subexpressions must have more than two atoms. Weighted
single-term queries are kept in their original forms. Then, if
we have a query, with | subexpressions anl atoms, it
can appear in any one of the forms illustrated graphically in
Figure 4, i.e, as AND/Weighted-OR or as OR/Weighted-
AND trees.

Evaluation of atoms with respect to the symmetrical
threshold semantic

In this step, the documents are evaluated with regard to
their relevance to individual atoms in the query, considering
only the restrictions imposed by the symmetrical threshold
semantic.

Usually, if we have one atom with two components, an
index term and a numerical weigkt, w), t; € T, w;
€ [0, 1], then the evaluation of such an atom is defined as
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e.g.,at least very important, at least averagely important, at
least minimally importantetc. In this model a request;,

w;) is synonymous with the quert;, “at least w"), and
therefore, the request expresses the minimally acceptable
documents for a user. Hence, the model assumes that a user
always looks for documents with a minimally acceptable
presence of a term in their representations. However, in
practice, a user does not always search in this way. Such an
interpretation is modeled by a numerical nondecreasing
matching functiorg:[0, 1] X H(Importancg — [0, 1]. To
defineg, it is necessary determinate a satisfaction rarme [

g] C [0, 1] for each possible linguistic weight. FBr< p,

g measures the closenesskoto range pp, q], for F = q,

g expresses the degree of oversatisfaction of the rapge [
al.

We assume that a user can search for documents with a
................ N L minimally acceptable presence of one term in their repre-
vy o ’ sentations as in Kraft et al. (1994), or documents with a
maximally acceptable absence of one term in their repre-
sentations. The interpretation adopted for the threshold se-
mantic is the following. When a user asks for documents in
a fuzzy subset of documents, callbt{t;),,, obtained from  which the concept(s) represented by a teynis (are) with
the meaning of index termvi(t;) modified viaw; (Radecki, the valueHigh Importance,the user would not reject a
1979). M(t)),,, is characterized by means of a matchingdocument with &-value greater thaRigh; on the contrary,
functiong:[0, 1] X [0, 1] — [0, 1], which is computed when a user asks for documents in which the concept(s)
from F(d;, t;) andw; (Kraft et al., 1994; Radecki, 1979), represented by a tertpis (are) with the valuéow Impor
e, wmry,i(d) = 9(F(d;, t;), wy), Vd;. g(F(d;, t;), w;) is  tance,the user would not reject a document witlravalue
the evaluation of a documen in terms of its relevance less tharLow. Given a requestt;, wi, —, —), this means
with respect to this atonft;, w;). In most casesg is a that the linguistic query weights that imply the presence of
nondecreasing function i over the interval [0, 1] (Kraftet a term in a documenw = s, (e.g.,High, Very High) it
al., 1994). must be treated differently to the linguistic query weights

Assuming one atom with four components, an index ternmthat imply the absence of one term in a document<
and three linguistic weight&;, w}, w?, w?), t, € T, w' € s, (e.g.,Low, Very Loyy. Then, ifw} = s, the request
S, then, similarly we define its evaluation with respect to the(t;, w, —, —), is synonymous with the request, at least
symmetrical threshold semantic associateditas a fuzzy ~w!, —, —), which expresses the fact that the desired
subset of documenﬂS(I(ti)Wil characterized by means of a documents are those havifigvalues as high as possible;
linguistic matching functiorg®:S X S — S, and if w} < s;,, is synonymous with the request;{ at
mostw', —, —}, which expresses the fact that the desired
documents are those havirigvalues as low as possible.
This interpretation is modeled by the following linguistic
matching functiong®:

OR A query in DNF

WEIGH[ED-AND , -+ WEIGHTED-AND |

WEIGHTED-AND ,

v v v v v v v v v

12 0-D41 -2 N
t t t

A query in CNF

WEIGHTED-OR WEIGHJED-OR , WEIGRTED-OR |

FIG. 4. Queries in normal form.

,J‘M(t‘)wli(dj) = gl(LabeKF(dj, t)), W), Vd,

where Label is a function that assigns a labelSro a

numeric valueg € [0, 1], defined according to the follow- ( ; _

. . X Sy if s, =s5,ands, =5
|1n§]96ea>;;:)ressmn (Herrera, Herrera-Viedma, & Verdegay, S, !f s =s,,ands, <s, <S5,
S, if s, =s5,ands, =5, <s;

1 _ s; ifs=spands, = sy

Labelr) = Supy{s; € S, (r) = Supfus (N} 9%(Sa S = S if 5 <s;,ands, = 5
Negs) ifs,<sjpandg<s,=s,
To defineg®, we start by analyzing theodified thresh Negs, ifs <s;,ands, <s,<s;

old semantidor linguistic query weights defined in Kraft et S if 5, <s;,ands,=s;

al. (1994). This semantic is the threshold semantic given in
Buell and Kraft (1981) redefined by means of the perfectionsych that
semantic given in Bordogna and Pasi (1993). The linguistic

query weights are values of the linguistic varialepor-
tance,which is defined by a classical fuzzy linguistic ap-
proach. The primary term adoptednsportant.The linguis-
tic weights are variations of the primary term important,
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g* is based on the distance or closeness between the lisociated to the meaning of an index term, the use of a
guistic index term weight Labd?((d t;)) = s, and the quantitative semantic implies the establishment of restric-
IlngU|st|c query term weightv = s,. It can be observed tions on the support of such a fuzzy subset. Therefore, given
that g* is different from the usual matching functions for an atom(t;, w!, w?, w®) and assuming tha\‘/l(t,)w‘ is its
threshold semantics proposed in the literature (monotonevaluation according to the symmetric threshold semantic,
nondecreasing functions) because it is symmetrical wittwe model the interpretation of a quantitative semantic by
respect to the mid threshold valus,{,). That is, g i means of a linguistic matching function, callgé, defined
nondecreasing in Labet] for the threshold values, WhICh between the support & (t; )W , called Supp(t; )W ), and

are on the right oky,,, and monotone decreasing in-La the linguistic quant|tat|ve We|ghlv2 Then, the evaluation
bel(F) for the threshold values that are on the leftsgf,. of the atomt;, w, w?, w?) with respect to the quantitative
Therefore,g* has opposite behaviors for presence Weight$emantic associated @ is a fuzzy subset of documents
and absence weights. WhewfL implies presence, then a M(t; )W W 2 characterized by the linguistic matching function
Label(F) value less tham} is dealt with as undersatisfying g @(D) X SX D —S

the request (with outpug; ) and a Labelf) value greater

thanw! is dealt with as oversatlsfylng the request (with Etione(Th) = gZ(SupF(M(ti)W}),Wiz, d), Vd

output s;)); however, whenw; implies absence, then a ‘

Label(F) ‘value less thanv! is dealt with as oversatisfying

the request (with output Neg()) and a Labelf) value 5 S if deB®

greater tharw! must be dealt with as undersatisfying the 9 (SuppM(t),p), W, d) = { M (dh) i d € B

request (with output Neg()). Therefore, the matching ‘
function must have opposite behaviors for presence weights
and absence weights. We note furthermore that the para
eter X is a sensitivity parameter defined to control the
importance of the closeness between Labpindw!, in
the final result. The greater the value¥f the smaller the 1. K = #(SuppM(t;)w)-

importance of the value of distané.affects the threshold 2. REPEAT

fuzziness, and therefore, differe¥ftvalues can allow us to MK = {5 € S“SQ(K/m) = Supf{pe (KIM)}}.
model different interpretations of the threshold semantic. K - KS“_FE{lS € M1},

When a user indicates that he does not want to impose

. : 3. UNTIL ((W? € M"Y OR (W2 = s<*Y)).
1 i i
threshold restrictions on;, then g© must automatically 4.B°% = {d°D, ... d°0<" D) such thatMM(w(do(h))

assumel{ = 1. = J (@)W1 = .

where B® is the set of documents such tHat C Supp
r?M(t )Wl) obtained according to the following algorithm:

Evaluation of atoms with respect to the quantitative According tog?, the application of the quantitative-se
semantic mantic consists of reducing the number of documents of
In this step, the documents continue to be evaluated witluppM(t;).2), i.e., the number of documents to be consid

regard to their relevance to individual atoms of query, butered by the evaluation subsystem fpiin the later steps.

this time, considering the restrictions imposed by the quanThen, by assigning quantitative weights closesgpa user

titative semantic. shows his/her preference by considering the most represen-
As mentioned above, a user expresses his/her requir¢ative document inM(t;),: and by assigning quantitative

ments on the quantity of documents with each term of queryveights close t®,; he does not make a distinction between

that he desires to consider in the computation of the final sehe documents existing iN(t;),,. It can be observed that

of retrieved documents by means of a quantitative semantiovi(t, Juiwz C© M(t;)w2 @and SuppfA(t;)yaz C SuppM(t;)wy),

The linguistic quantitative weights are interpreted as fol-peing #(Suppi(t; )wiv?) the minimum number of doeu

lows: when a user establishes a certain number of docunents that satisfies the linguistic restrictions expressed by

ments for a term in the query, expressed by a linguistiGhe |abelw?.

quantitative weight, then the set of documents to be re- e should note that when a user does not want to impose

trieved must have the minimum number of documents thagyantitative restrictions oy, he must assign a linguistic

satisfies the compatibility function representing the meaningy antitative weight with a maximum value, i.e? = s,.
of the label represented by the linguistic quantitative

weight. Furthermore, these documents must be the ones best

represented by the concept(s) implied by the term. In ouEvaluation of subexpressions and modeling the

case, these documents must be those that best satisfy timeportance semantic

threshold restrictions imposed on the term. In this step, the documents are evaluated with regards to
On the other hand, while the use of a threshold semantitheir relevance to Boolean subexpressions of the queries

implies the establishment of restrictions on the membershijBoolean combinations of atoms established by means of

function that characterizes the fuzzy set of documents aghe weighted logical connectives), considering the restric-
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tions imposed on the connected atoms by the importance We should point out that from the property 8 (def-

semantic. inition of the Evaluation Subsystgnif #(q') = 1 then
Let us assume a query, with | subexpressions where iy q,(dj) = pmtwiini(d;), Vd;.
each subexpressioq), (I = 1, ..., 1) has #,) atoms Remark 3: it is observed that in the queries in CNF the

weighted according to the importance semantic With#(  interpretation of the importance semantic may produce
= 2. From the property 3 given in the subsectidefinition  yroplems, and for this reason, some authors have suggested
of the Evaluation Subsysterwe may have two kinds of  3jiowing only queries in DNF where the importance seman-
subexpressions, conjunctive, or disjunctive ones. Thereforgc ig applied in the disjuncts of queries. We do not want to
in each subexpression the atoms can be combined by gmplify the full potentialities of the Boolean query lan-
Weighted-AND or a Weighted-OR, respectively. Due to thegage, and thus, we allow users to formulate queries in both
interpretation of the importance semantic, which makefyNE and in CNE. We consider that each atom in a subex-
sense when the atoms are related to other atoms, the ligression describes a virtual document set that satisfies the
guistic importance weights are applied in this step of evalthreshold and quantitative restrictions specified on its term,
uation by means of the linguistic weighted aggregationgng the importance weight specifies the virtual document
operators LWC and LWD (Herrera & Herrera-Viedma, set's relative usefulness to the user with respect to the other

1997), used to model the connectives Weighted-AND andjjrtyal document sets described by the other atoms.
Weighted-OR, respectively. These operators allow us to

introduce the importance restrictions by means of their
transformation functions and [.1and LG,”. Both guarantee Evaluation of the whole query
that the more important the query terms, the more influential In this final step of evaluation, the documents are eval-
they are in determining the final result. These operatorsiated with regards to their relevance to Boolean combina-
overcome some limitations of classical evaluation mechations in all the Boolean subexpressions existing in a query.
nisms defined to deal with the importance semantic, e.g., the Let us assume a query, with | subexpressions
problems of the AND connective when it is modeled using{q?, ..., g'}, | = 2. Then, from the property 13 (see
the fuzzy connective MIN (Bookstein, 1980). In this sense,Definition of the Evaluation Subsystgthe evaluation of,,
we should note that in Bordogna & Pasi (1997) a similaris a fuzzy subset of documenk$(q,) characterized by a
proposal was presented, which uses quantifier guided OWAnguistic matching functiorg*:S' — S defined from the
operators (Yager, 1996) to model the logical connectivesvaluations of its subexpressioM(q') according to the
AND and OR, with the importance semantic being intro-following expression:
duced in the computing of the weighting vector that these
operators require for their aggregation process. _ 4

Then, the evaluation of a subexpressigy is a fuzzy P () = G (R (), - (@), V
subset of documentd(q') characterized a linguistic
matching functiong®:(S x S)*@ — S defined from the where ifq, is in DNF, theng* = MAX, and otherwiseg*
evaluations of its atoms with respect to the symmetrical= MIN.

threshold and quantitative semantics On the other hand, ifl = 1 then puyq,(d)
= Bm@y(d), Vd;.
{M(t:(v)ww, k=1,...,#d)} At the end of this step of evaluation for a query, we

find that each document, is characterized by a linguistic
total RSV € S, such that RSY= i q,(d;).

Remark 4: we should note that when the evaluation
subsystem finishes, the IRS presents the retrieved docu-
ments arranged in linguistic relevance classes as in Bor-
dogna and Pasi (1993), but reducing the complexity of the
classification process given that the maximal number of
according to the following expression: classes will be limited by the cardinality of the set of labels

chosen for the linguistic variabld (Relevance

and the vector of their respective linguistic importance
weights

#d)3
[Wﬂ;/s! o ’leqr)]

() = GTWS, muewewe), k=1, ..., #d))]
Synthesizing the evaluation subsystem by the linguistic

Vd;, where ifq, is in DNF theng® = LWC and otherwise, evaluation function E
g = LWD. In this subsection, assuming that user queries have been

Attending to the definitions of the LWC and LWD op- preprocessed and put into the normal form, we synthesize
erators, when a user does not want to impose importande evaluation subsystem described above using an evalua-
restrictions on the connected atoms, he must assign th#n functionE as in Bordogna et al. (1991), Bordogna and
linguistic importance weights, and s; to all atoms, re  Pasi (1993), and Cross (1994), but defined linguistically on
spectively. S ie,EEQ XD —S.
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After preprocessing a query, we can find the following Evaluation of atoms with respect to the symmetrical
six kinds of preprocessed querieg)( d1, do, Gz, ds, Js): threshold semantic. First, we obtain the document rep-
resentation expressed in a linguistic form using the transla-
tion function Label:

1. qO = <tér Wélv Wézl Wé3> € Q
2.0, = (=t wa*, wi%, wi®) € Q.
3. q, = N\f%=)2gk € Q such thatg® € {qq, g,}. 1. Ry = Hits + M/tg + Tit,.
4. gz = \/i%™2gk € Q such thatg® € {q,, q.}. 2. Ry, = Tit, + M/tg + Hltg + VHI/t,.
5.q, = /\:ifqg € Q. 3. Rd3 = M/t, + T/t3 + H/t,.
6. 05 = \//=20h € Q. 4. Ry, = VHIt, + VLitg + Tit,.
5. Ry, = Hits + Tty + Mits + Hitg + Mty
_ _ _ 6. Ry, = Tits + EH/tg + H/t,.
Depending on the kind of querf, obtains the RSVof 7. Ry, = Hitg + EL/tg + H/t, + VH/tg.

anyd; € D according to the following six rules:
Let us set the sensitivity parametér= 2, which gives

1. E(do, dj) = g*(SuppM(td)n.), ws? dj), where a large importance to the closeness between linguistic val-
Bmeey,o (d; = g*(LabelF(ts, dy)), ). ues ing*. Then, the evaluations of atoms according to the
2. E(qy, d)) = g*(SuppM(-~t1)n, 1), wi? dj), where symmetric threshold semantic modeled dlyare:

Pma,a (4 = g'(Label(1 — F(t1, d;)), wa).
3. E(G o) = LWC[(WS, E(d5, d)), k = 1,...,

v

M(ts)yy = VH/d; + H/d, + H/ds + T/dg + VH/ds.

#(02)].
4. E(ds, d;) = LWD[(WS, E(dk, d)), k = 1,...,
5. E(q4 d) = MIN(E(qb, d),l=1,...,1).

. . Evaluation of atoms with respect to the quantitative
Example of query evaluation mechanism . : .
semantic. The evaluations of atoms according to the

In this subsection, we present an example of performance o ) )
. quantitative semantic modeled ky are:
of evaluation subsystem.

Assume the database described in Example 2 and con-

sider the linguistic term set given in Figure 3 to express the M(ts)vnve = T/ds

values of the linguistic variabléd(Importancg andH(Rel-

evancg. Now, consider the following query = ((ts, VH, M(ty)y = T/dy + T/d,.
VL, VH) N\ (ts, L, L, VL)) \/ (t7, H, L, H), where the

user is declaring his/her interest in a set of documents built, M(te) = VH/d, + VH/d,.

on the one hand, from a very low number of components at

least dealing to a very great extent with the concept(s) we note that the quantitative semantic decreases the
represented by the terrgand a low number of components sypports of the evaluations of all atoms. Particularly, the
at most dealing to a much lesser extent with the concept(upport value in the atom af that satisfies the restriction
represented by the tertg, and on the other hand, from a jmposed by the quantitative weightL is 1. In the case of

low number of documents dealing to a great extent with th_ andt,, the support value that satisfies the restrictioh of
concept(s) represented the by termFurthermore, the user g 2.

is indicating that in the evaluation process for the set of
desired documents the contribution degree of teymmust

be more important than the contribution degree for the ter
te, because it is completed with a high contribution degre%
of the termt,. From a quantitative perspective the user is
declaring his/her interest in a set of documents built using
the most representative documents that satisfy the restric-
tions imposed on each term.

Evaluation of subexpressions and modeling the im-
ortance semantic. The queryq’ has two subexpres-
ions and each one presents two atoms,

q't=(ts, VH, M, VH) \/ (t;, H, L, H),

Q%= (t, L, L, VL) \/ (t5, H, L, H).
Preprocessing of the query. The queryq is in a

DNF, but it presents one subexpression with only one atom. Each subexpression is in disjunctive form, and thus, we
Therefore,q must be preprocessed and transformed into anust use the functiog® = LWD to model the Weighted-
normal form with all its subexpressions with more than twoOR so as to include the effect of the importance semantic in
atoms. Thengq is transformed into the following equivalent the document evaluation. Fixing the transformation function
queryq’ = ((ts, VH, VL, VH) \/ (t;, H, L, H)) /\ ((tg, of LWD ash = LC;” = MIN, we obtain the following

L, L, VL) v (t,, H, L, H)), which is expressed in a CNF. subexpression evaluations:
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M(g'h = H/d, + H/d, + VH/ds, main advantage with respect to others is that users can
express both qualitative and quantitative restrictions on the
M(q'?) = H/d, + H/d, + L/d,. desired documents by means of weights of query terms, and
furthermore, these restrictions can be considered simulta-
neously in the same query. Hence, the system gives users a
tool to better specify the characteristics of documents that
they desire.
In the design of the query subsystem, we have considered
. _two qualitative semantics, i.e., a new symmetrical threshold
S%emantic, and a usual importance semantic. We have also
introduced a new semantic of quantitative nature. With the
d, are displayed to the user in response to the qgegjven first one Users can express their requirements_o_n the_iqdex
4 term weightsF for the desired documents by giving mini-

that they present a high value of relevance. .
. : ... mally acceptable presence values of a term in a document
Remark 5: we should point out that if the quantitative . o .
o . . as usual threshold semantics) or by giving maximally ac-
semantic is not considered in the query, then the outpu

would beM (@) = Hid, + Hid + Hid, + Hid = Hiy, - (00ae S e B B e el by
Therefore, it is observed that the quantitative semantic ha '

Means of the aggregation operators of weighted linguistic
an effect of controlling the number of retrieved documents;, ggreg P g g

! information; hence, that separability property is preserved,
and furthermore, refines the class of documents representeJ ’ pars y property IS p
A, . . -and then a bottom-up evaluation mechanism could be de-
by the valueH, i.e., it does a tuning of output of IRS. This

. N . i ...~ signed. With the third one, users indicate the number of
is a specialy interesting characteristic of the quantltatlveOI

. : é)cuments for each term that has to be considered in the
semantic, overcoat when we deal with database compose : . .

- computing process of a set of desired documents. This last

by millions document, as for example INTERNET, because

o i ) semantic acts by controlling the total number of retrieved
by assigning quantitative weights to the query terms a usey, . L :
. o documents term to term, but in addition, it performs tuning
can obtain a more specific IRS response.

. . for the IRS response, as in the example, where the class of
Remark 6: we should point out that in the Boolean b P

expressions based on the AND connective modeled b documents with the most relevance is refined. With this
>Xpress . i o y auery subsystem, a user can express a larger number of
linguistic MIN the interpretation of the quantitative seman-

: : : requirements, but he must decide what and how many
tic may cause problems. In the example, if we considigr ( : . . : .

semantics must be considered for formulating his/her infor-
—, M, —) N\ (ts, —, L, —), one can expect that the

S . mation needs, the system supports all the possibilities. How-
cardinality of the retrieved set of documents to betwbkn 4 PP b

andL; however, it is limited by the labél, due to the action e;/eetg dt(\)/vi?r\:ozlad g?)gftsslgpi:]r;el:?agzeérrgzIRoSO(;nrleIt bse gt% Tn
of the linguistic operator MIN. We have to say that this P 9 9 b Sy '

semantic is used to impose restrictions on the number In the future, we shall study the use of the semantics in
P ) 0tfne different weighting levels for queries, as, for example, in
documents that must be considered for each term. It do

. o %e subexpressions or in the connectives.
not impose restrictions on the number of documents that are P

obtained when the documents retrieved for each term are

combined. We think that the problem of the_cardlnallty '.SAcknowIedgments
related to the operator used to model the logical connective
AND. If we use other operators, such as the linguistic OWA  We acknowledge the anonymous referees’ comments.
operators (Herrera et al., 1996b), this problem may be

overcome.

For exampleuy 4 (d;) = LWD[(VH, N), (H, T)] =
MAX{MIN( VH, N), MIN(H, T)} = H.

Evaluation of the whole query. Finally, we obtain the

the matching functiorg® = MIN to combine the subex
pression evaluation$4(q’) = H/d, + H/d,. Thend, and
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