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Abstract. Evolutionary algorithms appear as an interesting alternative to achieve minimal error rates and low numbers of rules
in supervised learning tasks. In spite of the computational cost of this approach, some proposals can be applied to make the
algorithm faster and more efficient. This paper describes some of these proposals, which are integrated in the evolutionary tool
HIDER∗. Specifically, we developed a new genetic encoding for the individuals of the evolutionary population and a novel data
structure for the evaluation process. These approaches allow the evolutionary algorithms to reduce the high computational cost
and to obtain high quality solutions.
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1. Introduction

Supervised Learning is used when we want to build
a knowledge model from a training labelled dataset and
predict the outcome of a new unseen instance. In this
field, the knowledge models are usually represented as
decision rules or trees. A decision rule is a “if C then
L” type, where C is a conjunction of conditions that es-
tablishes what values the attributes can take to classify
an example with class label L.

Evolutionary Computation techniques are com-
monly used to address problems with very large search
space, where an exhaustive search is not applicable
in practice [10]. Thus, machine learning tasks, such
as decision rule discovery, have been solved by using
Evolutionary Algorithms (henceforth EAs) [2,5,12]. In
this context, the selection of a suitable representation
for the individuals (encoding) and a appropriate fitness
function (evaluation) are two critical factors in appli-
cations based on EAs.

The aim of our research was to improve the perfor-
mance of EAs for decision rule discovery in two di-
rections: efficacy, by biasing the search towards bet-
ter solutions, and efficiency, by reducing the computa-
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tional cost of the algorithms. In order to achieve such
goals, we focused our research on the aforementioned
critical factors. With respect to the encoding, we de-
veloped a new approach called Natural Coding [7], in-
cluding its own genetic operators. On the other hand,
the data structure EES (Efficient Evaluation Structure)
[8] was designed specifically for accelerating the eval-
uation process of individuals during the running of the
EA. All these approaches are integrated in the evolu-
tionary tool named HIDER∗, whose main characteris-
tics are summarized in next sections.

2. HIDER∗: Hierarchical Decision Rules

The main algorithm is a typical sequential covering
method, where the algorithmic function that produces
the rules is an EA. The individuals of this EA are po-
tential decision rules encoded by natural coding. The
EA returns one rule every time it is called and such rule
is used to eliminate examples from the training data.
Thus, HIDER∗ generates rules sequentially until all the
examples of the training data are covered.

2.1. Natural coding

Natural coding [7] handles efficiently continuous
and discrete attributes by encoding each attribute with
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Fig. 1. Natural coding.

only one gene, that is, a natural number. This cod-
ing guarantees the two following properties: unique-
ness (every individual has an unique representation)
and minimality (the length of coding must be as short
as possible).

For continuous attributes, a discretization method is
applied in order to decrease the cardinality of the set of
continuous values, theoretically infinite. Specifically,
we used an original discretizer, named USD [6], which
generates a set of cutpoints that maximizes the global
accuracy of the intervals and whose quality is proved in
[3]. Once the cutpoints are calculated, a natural num-
ber is assigned to any possible combination of bounds.
In case the attributes are discrete, the natural coding is
obtained from a binary coding similar to that used in
others EAs [2] by transforming the binary string into
decimal representation. Finally, for the class, the nat-
ural coding is simply an enumeration of the labels. Fig-
ure 1 shows an example of natural coding for a deci-
sion rule with one continuous attribute and other dis-
crete. With respect to the genetic operators, the muta-
tion and crossover are algebraic operations with negli-
gible computational cost. For example, the natural mu-
tation of the kth bit of a gene n for discrete attributes
is shown in Eq. (1),

mutk(n) =
(
n + 2k−1)%2k + 2k

⌊
n

2k

⌋
(1)

where k ∈ 1, 2, . . . , |A|; |A| is the number of values of
the attribute; % is the rest of the integer division; and
�_� is the integer part.

Natural coding allows the reduction of the search
space size, makes the genetic operators more accurate,
and also allows to decrease the number of generations
and population size. These improvements were experi-
mentally proven by means of comparisons with hybrid
coding (joining binary and real codings) [2]. Thus, nat-
ural coding allows the EA to decrease the error rate
and the number of rules of the knowledge model using

only one third of the generations and fewer than three
fourth of the population size used by the version with
hybrid coding.

2.2. EES: Efficient Evaluation Structure

Learning methods usually evaluate the rules directly
from the database. That is to explore such database
sequentially, taking each of the examples and testing
the quality of the rule through the correct classifica-
tion of those examples. We can deduce, therefore, that
the evaluation process of these systems is very costly
in terms of time and space. This aspect is even more
significant when the learning method is an EA, mainly
due to the repetitive evaluation of the candidate solu-
tions.

We considered how to design a data structure that
incorporates knowledge over the distribution of the ex-
amples in the attribute hyper-space [9]. This informa-
tion is very useful to locate the regions that must be ex-
plored in such space, and evaluate the individuals only
in these regions, and thus to speed up the evaluation
process. In this sense, EES [8] organises the informa-
tion from a database in such a way that it allows us to
process only those examples whose values are covered
by such rule, instead of the whole database.

EES is a vector of binary and balanced search-trees
where the ith element of the vector contains informa-
tion about the ith attribute (ai) in the database. De-
pending on the type of the attribute ai, each node in the
ith tree stores a value (discrete) or interval (continuous)
and a list with the indexes of those examples whose ith
attribute corresponds to the value of the node. In this
way, the evaluation process of examples is incremental,
i.e., it starts from a number of covered examples that
is reduced as we analyse more attributes of the struc-
ture. Thus EES calculates what examples are within a
rule, if any; and does not check weather each example
satisfies or not all the conditions of the rule.
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3. Empirical results

In order to check the performance of our approach,
any number of tests were carried out on several data-
bases from the UCI Repository [4] and the results of
a 10-fold cross-validation were compared to those ob-
tained by the previous version [2] and others non-
evolutionary classifiers as C4.5 and C4.5Rules [11].

HIDER∗ presented better performance than the oth-
ers classification tools. It reduced significantly the
number of rules of most of databases used in the ex-
periments without damaging the classification accu-
racy. On average, our tool generated a number of rules
six times smaller than C4.5 and half than C45Rules.
With respect to the previous version with hybrid cod-
ing, HIDER∗ also obtained rules with better quality us-
ing only 23% of the computational resources. Further-
more, in all of the experiments, the structure EES pro-
vided improvements on the times obtained using the
linear method, resulting in a computational reduction
of about 52.4%.

4. Conclusions

The high computational cost associated with rule
learning systems based on EAs is reduced by means
of a new way to encode the individuals of the genetic
population and a novel data structure which speeds up
the evaluation process. Natural coding allows the re-
duction of the search space size, making the search for
decision rules faster. In addition, the genetic operators
are provided, as simple algebraic expressions. On the
other hand, the structure EES organises the informa-
tion in such a way that only the necessary examples
from the database will be dealt with, and not all data.
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