
Efficient fuzzy rule generation:  

A new approach using data mining principles and rule weighting 
 

 

Abstract 

Classification Systems have been widely applied in 
different fields such as medical diagnosis. A fuzzy rule-
based classification system (FRBCS) is one of the most 
popular approaches used in pattern classification 
problems. One advantage of a fuzzy rule-based system 
is its interpretability. However, we're faced with some 
challenges when generating the rule-base. In high 
dimensional problems, we can not generate every 
possible rule with respect to all antecedent 
combinations. In this paper, by making the use of some 
data mining concepts, we propose a method for rule 
generation, which can result in a rule-base containing 
rules of different lengths. Then, our rule learning 
algorithm based on R.O.C analysis tunes the rule-base 
to have better classification ability. Our goal in this 
article, is to check if generating cooperative rule-bases 
containing rules of different dimensions, can lead to 
better generalization ability. To evaluate the 
performance of the proposed method, a number of UCI-
ML data sets were used. The results show that 
considering cooperation in a rule-base tuned by rule 
weighting process can improve the classification 
accuracy. It is also shown that increasing the maximum 
length of rules in the initial rule-base, improves the 
classification accuracy. 

Keywords: Pattern classification, fuzzy systems, data 
mining, rule weighting, Noise Removal 
 
1. Introduction   
 

Fuzzy rule-based systems have been widely used on 
control problems [1,2,3]. One key feature of fuzzy rule-
based systems is their comprehensibility because each 
fuzzy rule is linguistically interpretable. Recently, fuzzy 
rule-based systems have been applied successfully on 
classification problems [4,5,6].  The interest in using 
fuzzy rule-based classification systems (FRBCS) arises 
from the fact that those systems consider both accuracy 
and comprehensibility of the classification result at the 
same time [7,8,9,10].  

Basic idea for designing a FRBCS is to 
automatically generate fuzzy rules from numeric data 
(i.e., a number of pre-labeled training examples). Hence, 

rule-base construction for a classification problem 
always has been a challenging part of it. In this paper, a 
novel approach for generating a set of candidate rules of 
each class is presented using data mining principles in 
which the number of generated rules is reduced 
dramatically. A compact rule-base is then constructed 
by selecting a specified number of candidate rules from 
each class (using a selection metric).  

 In many studies, antecedent fuzzy sets were 
generated and tuned by numerical input data for rule-
base construction to improve the classification accuracy 
of FRBCSs [11,12]. As shown in [13,14], the 
modification of the membership functions of antecedent 
fuzzy sets can be replaced by rule weight specification 
to some extent. Since, the adjustment of membership 
functions may degrade the interpretability of a FRBCS. 
In this paper, a learning algorithm is proposed to adjust 
the weights of the rules (existing in the rule-base) by the 
training data. This method attends to improve the 
generalization of FRBCS by minimizing the 
classification error rate on the training data. 

The rest of this paper is organized as follows. In 
Section 2, a FRBCS is briefly introduced. In Section 3, 
the process of rule-base construction and the proposed 
method of generating rules with different lengths is 
described. Section 4 is devoted to introduction of the 
proposed method of rule weight learning.  In Section 5, 
the computational experiments are shown. Section 6 
concludes the paper. 
 
2. Fuzzy rule-based classification systems  
 

Various methods have been introduced for fuzzy 
classification [15,16,17]. Let us assume that we have m 
training patterns Xp = (xp1,…,xpn), p = 1,2,…,m from M 
different classes where Xp  is an n-dimensional vector of 
attributes in which xpi is the i-th attribute value of the p-
th training pattern (i =1,2,…,n). For our M-class, n-
dimensional classification problem, we use fuzzy if-
then rules of the form below [18]: 

(1)  Rule Rq:  If x1 is Aq1 and … and xn is Aqn then class 
Cq with CFq  

, where Rq is the label of the q-th fuzzy if-then rule, X = 
(x1,…,xn) is n-dimensional vector of a pattern, Aqi 
presents an antecedent fuzzy set, Cq is a class label, and 
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CFq is the weight assigned to the q-th rule. In [19], 
fuzzy rules of other types are introduced. 
To calculate the compatibility grade of each training 
pattern Xp with the antecedent part of the rule Aq = 
(Aq1,…,Aqn), we use the product operator as follows:  
 
 

1 21 2( ) ( ) ( ) ( ), 1,2, ,
q q q qnA p A p A p A pnx x x p mµ µ µ µ= ⋅ ⋅ ⋅ =… …x  

(2) 

, where µAqi(xpi) is the compatibility grade of xpi with 
fuzzy membership function Aqi. To determine the 
consequent class of the q-th rule Cq, we measure the 
confidence degree of the association rule "Aq ⇒ Class 
h" from the field of data mining for each class, where 
Aq is a multi-dimensional fuzzy set representing the 
antecedent conditions and h is a class label. Confidence 
of a fuzzy association rule Rq is defined as follows 
[20,21]: 

Class h 1
( Class h) ( ) ( ), 1, 2, ,

q q

p

m

q A p A p
X p

c A h Mµ µ
∈ =

⇒ = =∑ ∑ …x x  

(3) 

, where µAq(Xp) is the compatibility grade of pattern Xp 
with the antecedent part of the rule Rq, m is the number 
of training patterns and Cq is a class label. The class 
with maximum confidence degree is identified to 
determine the consequent class Cq:  

 
qargmax{c(A Class h) |q = h = 1, 2, , M}⇒ …     (4) 

 
An input pattern is classified regarding to the 

consequent class of the winner rule. By using rules of 
the form (1), a weight assigned to each rule is used to 
find the winner rule. Rule weighting has a profound 
effect on the classification ability of FRBCSs [22]. In 
[23], several methods of rule weighting have been 
introduced. In this paper, we use a learning mechanism 
to find the weight of each rule. The winner rule Rw is 
chosen for the input pattern Xt in the following manner:  
 
( ) max{ ( ) | , }t w j t j jx CF x CF R j = 1, 2, , Nµ µ⋅ = ⋅ …  

(5) 
Note that the classification of a pattern not covered 

by any rule in the rule-base is rejected. The 
classification of a pattern Xt is also rejected if two rules 
with different consequent classes have the same value 
of µ(Xt).CF in equation (4). 
 
3. Rule-base construction 
 

For an M-class problem in an n-dimensional feature 
space, assume that m labeled patterns Xp=[xp1, xp2, …, 
xpn], p=1, 2, …, m from M classes are given. A simple 
approach for generating fuzzy rules is to partition the 
domain interval of each input attribute using a pre-
specified number of fuzzy sets (i.e., grid partitioning). 
Some examples of this partitioning (using triangular 
membership functions) are shown in Figure 1. 

 
 

 

 

 

 

Figure1. Different partitioning of each feature axis. 
 
Given a partitioning of pattern space, one approach 

is to consider every possible combination of antecedents 
to generate the fuzzy rules. The problem with grid 
partitioning is that an appropriate partitioning of each 
attribute is not usually known. One solution is to 
simultaneously consider different partitions, as shown 
in Figure 1. That is, for each attribute, one of the 14 
fuzzy sets shown in Figure1 can be used when 
generating a fuzzy rule. The problem is that for an n-
dimensional problem, 14n antecedent combinations 
have to be considered. It is impractical to consider such 
a huge number of antecedent combinations when 
dealing with high dimensional problems. 

One solution for the above problem is presented in 
[24] by adding the fuzzy set “don’t care” to each 
attribute. The membership function of this fuzzy set is 
defined as µdon’t care(x) =1 for all values of x. The trick is 
not to consider all antecedent combinations (which is 
now 15n) and only short fuzzy rules having a limited 
number of antecedent conditions are generated as 
candidate rules. For example, fuzzy rules having only 
two or less antecedent fuzzy sets (excluding don’t care) 
are investigated. 

By increasing the number of antecedents, the rule set 
grows dramatically. Moreover, within a very large 
number of rules, usually a small fraction of rules are 
acceptable. Thus, in many cases, a considerable time is 
devoted to useless computations. The purpose of the 
solution presented in this paper, is to avoid the 
exponential growth of the rule sets in each step. In this 
approach, we do not generate rules that are hardly 
probable to be interesting. The method is based over 
two data mining principles, used for mining frequent 
item sets:   

1) Increasing the length of an item set, the 
support value will not improve. 

2) A set of n items is probable to be frequent 
(have a good support), if and only if all of its 
subsets of size n-1 are frequent (the Apriori 
principle) [25].  

    In this work, we observe them from a different 
viewpoint and use them to find fuzzy rules (not item 
sets) having good supports. 
 
3-1-Generating rules with 1 or 2 antecedents 
 

As mentioned before, a major purpose in this paper 
is to propose a solution that enables us to generate fuzzy 
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rules with any number of antecedents. For this purpose, 
we consider the well-known evaluation measure, 
Support as the primary factor for rule filtering. In 
equation (6), a simple definition for the fuzzy aspect of 
the Support measure is presented.  
 

(6) j
Class h

1s(A  => Class h) = ( )
j

p

A p
X

x
m

µ
∈
∑  

 
, where µj(Xp) is the compatibility degree of Xp with the 
antecedent part of the rule Rj, m is the number of 
training patterns and h is a class label. After 
determining a minimum support threshold (denoted by 
MinSupp), a set of 1-dimensional rules (containing one 
antecedent), is generated. This set is then filtered by 
selecting only rules having a support value above the 
MinSupp. Combining the rules within this set in the 
next step, results in the set of 2-dimensional candidate 
rules. The reason of this issue (that we just combine 
rules having good supports) refers to the first principle 
mentioned in Section 2. Another key point in 
combination of a pair of 1-dimensional rules is the 
conditions under which the rules can be combined:  
1) The rules must not contain similar antecedents on 
their left-hand sides. 2) The consequent classes of the 
two rules must be identical. Similarly, the resulting rule 
set is filtered with respect to the MinSupp value.   
 
3-2- Generating rules of higher dimensions 
 

In order to generate rules containing more than two 
antecedents, a similar procedure is followed. However, 
in this case, both of the principles (used for mining 
frequent item sets) must be regarded. Generating 3-
dimensional rules is accomplished using the 1 and 2-
dimensional candidate rules. Any possible combination 
of the rules from these two sets, having the same 
consequent and not containing common antecedents 
would be a 3-dimensional candidate rule. The second 
principle is used to avoid the time-consuming 
evaluation of some useless rules (which can not have 
high support values). A rule resulting from a 
combination will be evaluated only if all of its 2-
dimensional sub-rules are present in the candidate set of 
the previous stage (i.e., all the sub-rules have good 
supports). Otherwise, we do not measure the support of 
the rule, since it can not be even a candidate rule. As an 
example, the support of the rule R: If X1 is A1 and X2 
is A2 and X3 is A3 → C1 is computed only if all the 
following sub-rules have good supports: 

If X1 is A1 and X2 is A2 → C1,       If X1 is A1 and X3 
is A3 → C1,        If X2 is A2 and X3 is A3 → C1 

 Similarly, generating an n-dimensional rule is 
performed by the combination of n-1 and 1-dimensional 
candidate rules.     
    An important challenge here is to find a solution for 
this problem: How should we control the presence of all 
sub-rules in order to avoid efficiency reduction? 

Moreover, combining 1 and n-dimensional rules (even 
with respect to the mentioned conditions) may lead to 
some repeating combinations. Another challenging 
problem is how to avoid generating repeating rules, 
which could be so helpful to the efficiency of the 
process. To achieve these two goals, we make use of the 
efficiency of SQL and accomplish the primary phases 
of the rule generation process using this language.  
    In a relational database, for all rule sets containing 
1,2,3, … antecedents, we create new tables, namely 
Rules_1D, Rules_2D, Rules_3D, … each having a 
similar structure, shown in Figure 2.   
 
 
 
 
 
 
 
 
 
 
    A table having the same structure is also created for 
the final rule-base, which will be a hybrid set containing 
rules of various dimensions. To facilitate the operation 
of parsing the rules (performed by SQL), we save each 
rule in a record having a unified structure. 
    Following the above process, it will also be possible 
to generate rules having 4 and more antecedents, for 
any data set having arbitrary number of features.  
    Although the set of rules is pruned to some extent, in 
some cases the number of rules is still large. This 
problem gets more sensible as we increase the number 
of antecedents. In order to obtain a more concise data 
set, we divide the set of candidate rules into M distinct 
groups, according to their consequents (M is the number 
of classes). The rules in each group are sorted by an 
appropriate evaluation factor and the final rule-base is 
constructed by selecting p rules from each class, i.e., in 
total, M.p rules are selected. Many evaluation measures 
have already been proposed [26]. In this work, we use 
the measure proposed in [27] as the rule selection 
metric, which evaluates the rule jj CclassA  ⇒  
through the following equation: 
 

q q

p p

A p A p
X Class X Class 

( ) = ( ) ( )
j j

j
C C

e R µ µ
∈ ∉

−∑ ∑x x  

 
4. Learning rule weights 
 

For an M-class problem, assume that a rule-base 
consisting of N fuzzy classification rules of the form 
(1) exists. This rule-base is constructed by generating 
candidate rules and then selecting them based on the 
criterion in (6) as mentioned in the previous section. In 
this section, we propose an algorithm to learn the 
weights of the rules using a set of labeled training 
patterns. The calculated weight is optimal in the sense 
that it maximizes the classification rate of the FRBCS 

(7)

Description Field Type Fّield Name 
Left-Hand Side of the rule  String antecedent 

Right-Hand Side of the rule  String consequent 
Rule's Support Double supp 

Rule's Confidence Double conf 
The Selection metric Double Fslave 
Is the rule accepted? Boolean IsAccepted 

Figure 2. Structure of the table used for holding rules 
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on training data. Initially, all rules are assumed to have 
a weight of one (i.e. CFk=1, K=1,2,...,N). For easier 
discussion, consider the following rule as a typical rule 
in the rule-base for optimization. 

(8)                           Rk:  If x1 is Ak1 and … and xn is Akn then class T with CFk

Where, T∈  [C1, C2 …, CM]. The optimal weight of 
this rule (given the weights of all other rules) can be 
found as follows. At first, all the training patterns 
which are not covered by this rule (i.e., µk(Xt)=0) are 
removed from the training set. Then, considered rule is 
removed from the rule-base (CFk=0). Subsequently, 
training patterns of class T which are classified 
correctly are removed from the training set. Similarly, 
training patterns of other classes which are 
misclassified with the current rule-base are also 
removed from the training set. For each training 
pattern left in the training set, a score is calculated 
using the following measure: 

 (9) 
max{ ( ) | ( ) Class P}

( )
( )

j j t j
t

k t

CF x Consequent R
S x

x
µ

µ
⋅ ≠

= 

After assigning the score to each left pattern, the 
algorithm given in Table 1 can be used to find the best 
threshold for this rule.  

The resulting threshold is considered as the weight 
of the rule and is used to find the winner rule in (5). In 
Table 1, the two following concepts are used for 
finding the best threshold: 

TP1F

1 : number of patterns of class T which are 
classified correctly. 

FP2F

2 : number of patterns not of class T which are 
misclassified. 

That is, the proposed algorithm in Table 1 finds the 
best threshold by maximizing Accuracy= TP-FP. 

The above procedure claculates the optimal weight 
of the rule Rk assuming that the weights of all other 
rules are given and fixed. The search for the best 
combination of rule weights is conducted by 
optimizing each rule in turn assuming that the order of 
the rules to be optimized is fixed.  

It should be considered that the learning algorithm 
is sensetive to the order of the rules presented to the 
algorithm. For example, first few rules presented to the 
learning algorithm may have a very different 
probability to be prunned compared to those which are 
visited later. In simulation results reported in section 6, 
we fix the ordering using a fuzzy rule evaluation 
metric. 

 

                                                        
1 True Positive 
2 False Positive 

Table1. Algorithm for finding the best threshold 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. Computational experiments 

 
In order to evaluate the performance of the proposed 

method, we used the data sets shown in Table 2 
available from UCI ML repository. To construct an 
initial rule-base for a specific problem, using the 
method explained in section 3, all the rules of length 1, 
2, 3, and 4 (i.e. having 1, 2, 3, and 4 number of 
antecedent conditions excluding don’t care) were 
generated.  
 
Table 2. Some statistics of the data sets used in our 

computer simulations. 

Data set 
Number of 
attributes 

Number of 
patterns 

Number 
of 
Classes 

Iris 4 150 3 
Wine 13 178 3 

Thyroid 5 215 3 
Sonar 60 208 2 
Bupa 6 345 2 
Pima 8 768 2 
Glass 9 214 6 

 
In the preprocessing step for specifying noisy 

examples, number of effective neighbors for each 
pattern was determined as 3 after some trial 
experiments. To assess the generalization ability of the 
proposed method, we used 10CV technique which is a 
case of n-fold cross validation. A rule-base was then 
constructed by selecting 100 candidate rules from each 
class using (7) as the selection metric. The proposed 

Inputs: patterns Xt, scores S(Xt) 
Output: the value of best threshold (best-th)  

current = classification accuracy corresponding to the 
threshold of th = 0 (i.e., classifying everything as 
negative) 
optimum = current 
best-th = 0 
rank the patterns in ascending order of their scores 
{assume that Xk and Xk+1 are two successive patterns in 
the list} 
for any threshold th = (Score(Xk)+Score(Xk+1))/2  

current = accuracy corresponding to the specified 
threshold (i.e., all patterns Xt having Score(Xt) < th 
are classified as positive) 
if current > optimum then 

optimum = current 
best-th = th 

end if 
end for 
{assume that last is the score of last pattern in the list 
and τ is a small positive number} 
current =accuracy corresponding to th = last + τ (i.e., 
classifying everything as positive) 
if current > optimum then 

optimum = current 
best-th = th 

end if 
return best-th    
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method of rule weighting was then used to optimize 
each rule from the generated candidate rule-base. The 
results obtained by generating rules of maximum length 
1 through 4 are shown in Table 3 through 6 respectively. 
As it can be observed, increasing the maximum length 
of generated candidate rules results in higher 
classification rates. 
Table 3. The results achieved by generating rules of 

max-length 1 
Data set Accuracy (%) # of rules 

Iris 94.6 3.81 
Wine 92.4 6.92 

Thyroid 90.0 6.33 
Sonar 74.5 12.33 
Bupa 56.4 9.51 
Pima 74.6 9.4 
Glass 54.2 10.42 

Table 4. The results achieved by generating rules of 
max-length 2 

Data set Accuracy (%) # of rules 
Iris 95.3 3.87 

Wine 95.6 6.97 
Thyroid 94.2 7.03 
Sonar 79.8 14.38 
Bupa 59.8 9.78 
Pima 77.7 9.63 
Glass 61.4 10.82 

 

Table 5. The results achieved by generating rules of 
max-length 3 

Data set Accuracy (%) # of rules 
Iris 96.5 4.34 

Wine 97.0 7.25 
Thyroid 95.8 6.93 
Sonar 80.6 15.76 
Bupa 62.4 10.25 
Pima 78.9 9.79 
Glass 65.3 10.66 

 
Table 6. The results achieved by generating rules of 

max-length 4 

Data set Accuracy (%) # of rules 
Iris 95.6 5.95 

Wine 97.7 8.46 
Thyroid 95.5 7.89 
Sonar 82.2 18.21 
Bupa 65.2 12.95 
Pima 75.3 10.29 
Glass 68.2 13.58 

 

In Table 7, our proposed method is compared to 
another successful rule-based method as benchmark 
results called C4.5 reported by Elomaa and Rousu [28]. 
How ever, the comparison has been made on the 
available results of the C4.5 method. As shown in Table 
6, except in one case, the proposed classifier in this 
paper shows higher classification rates. 
 

Table 7. Accuracy Comparison of the proposed 
classifier with C4.5 

Data set The proposed 
classifier (%) 

C4.5 classifier 
Worst (%)      Best (%) 

Iris 95.6 94.0                 94.9 
Pima 75.3 72.8                 75.0 
Sonar 82.2 67.4                 76.7 
Wine 97.7 92.2                 94.4 
Glass 68.2 68.8                 72.7 

 
6. Conclusion 
 

In this paper, a novel method of rule-base 
construction using data mining principles and a rule 
weighting mechanism was proposed. Using the 
proposed method for rule generation, it will be possible 
to generate rules having different lengths, efficiently. It 
is much more useful when dealing with high 
dimensional data sets, were the existing methods are not 
able to generate rules containing more than 2 or 3 
antecedent conditions. The proposed scheme achieves 
two other goals, too. Firstly, the classification rate is 
improved by adjusting rule weights. Secondly, 
redundant rules are removed during the learning process 
which results in a compact rule-base.  

The proposed scheme also has a mechanism to cope 
with noisy training examples. This is accomplished by 
identifying and subsequently discarding noisy training 
examples. Using this high quality subset instead of the 
full training set helps to improve the generalization 
ability of the learned classifier. 

For evaluation of the proposed method, 7 data sets 
from UCI ML repository were used. The experimental 
results on these data sets showed that the method can be 
used to construct a compact rule-base with a high 
classification accuracy. In comparison with C4.5 as  an 
alternative rule-based method of classification, we 
showed that the proposed classifier is more accurate and 
results in higher classification rates.             
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