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Abstract 
This paper proposes a rule selection method with the 
destructive learning algorithm to construct a com- 
pact fuzzy classification system with high performance. 
In this paper, first we construct a fuzzy classifica- 
tion system by generating fuzzy rules from numeri- 
cal data, and consider the fuzzy classification system 
based on fuzzy rules a network. Then we select sig- 
nificant fuzzy rules from the rule set by the proposed 
method which can remove unnecessary fuzzy rules. 
We demonstrate the effectiveness of the proposed 
method by applying it to the classification problem 
of the iris data of Fisher. 

Figure 1: Simple fuzzy grid 
1 Introduction 
There have been many approaches to the generation 
of fuzzy rules from numerical data to construct fuzzy 
control systems based on fuzzy rules [1][7]. We have 
already proposed a rule generation method from nu- 
merical data for fuzzy classification problems [2][6]. 
In our former works, we have used fuzzy rules based 
on fuzzy partitions by simple fuzzy grids. Fig.1 il- 
lustrates an example of fuzzy partitions by simple 
fuzzy grids in a two-dimensional pattern space. In 
this case, a pattern space is divided into the fuzzy 
subspaces by the simple fuzzy grids and then a fuzzy 
rules corresponding to each fuzzy subspace is gen- 
erated. When we use a fuzzy classification system 
based on simple fuzzy grids, the classification per- 
formance directly depends on fuzzy partitions, i.e., 
how the pattern space is divided into the fuzzy sub- 
spaces by a simple fuzzy grid. 

To reduce the influence of fuzzy partitions on 
the classification performance, we also have proposed 
a fuzzy classification method based on distributed 
fuzzy rules [2] which simultaneously employs several 

fuzzy partitions of the different sizes in a fuzzy clas- 
sification system. However, this method has a draw- 
back such that it may have many fuzzy rules when 
applied to high dimensional classification problems. 
When a structure of neural networks is constructed, 
the above-mentioned problem has also existed [4]. 
That is, when the network structure is too small, it 
cannot be sufficiently learned. On the contrary, when 
the network structure is too large, the generalization 
power may be poor because it would be over-fitting 
to training patterns. 

There has been the destructive learning algorithm 
which can find an appropriate network structure by 
sequentially removing unnecessary units and links 
from an initial network. In this paper, we consider 
a fuzzy classification system based on fuzzy rules a 
network, and propose a rule selection method with 
forgetting [4] for constructing a fuzzy classification 
system with an appropriate network structure. The 
proposed method can construct a compact fuzzy clas- 
sification system with high performance by forgetting 
unnecessary fuzzy rules that have no effect on the 'This work was done while the author wan with 
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Figure 2: Two-class classification problem 

2 Fuzzy Classification Systems 
In this section, we briefly describe a rule generation 
method from numerical data proposed in Ishibuchi 
et al. [2][6]. We also explain the fuzzy classification 
system based on distributed fuzzy rules [2]. 

Let us consider a classification problem in the two 
dimensional pattern space, for enhancing graphical 
illustration. It is assumed that m patterns xp = 
(tpl, t p 2 ) , p  = 1,2 , .  . . , m are given as training data 
from M classes (Cl :  Class 1,C2: Class 2,.. . ,CM: 
Class M). Fig.2 shows an example of the classification 
problem of this kind (In Fig.2, M = 2 and m = 20). 
Our aim here is to generate the classification rules 
from the given training data to divide the pattern 
space into M disjoint subspaces. 

Let RC be the label of the fuzzy rule correspond- 
ing to the fuzzy subspace A: x A:. As in our former 
works [2][6], the fuzzy rule R$ for two-dimensional 
classification problems can be written as follows. 

RC : If xpl .is A: and xp2 i s  A:, 
then xp belongs t o  C e  with CF = CF;, 
i = 1 , 2 , . . . , I i ' ; j =  1 ,2 , . . . , I i ' ,  

(1) 
where K is the number of the fuzzy subsets on each 
axis of the pattern space (see Fig.l), the consequent 
C e  is one of A4 classes and CF; is the certainty of 
the fuzzy rule RC. 

The consequent Ce and the certainty CF; of 
each rule can be determined by the following proce- 
dure. 

Procedure 1: Generation of fuzzy rules . 

(i) Calculate PCT for T = 1,2,  a ,  M as 

where p f ( . )  and #(-) are the member- 
ship functions of A: and A:, respectively. 

(ii) Find Class X ( C X )  such that 

Pcx = max{Pcl,PC2,"',PCM). (3) 

When plural classes take the maximum 
value in (3), let Cc be t$ to  denote that 
R c  is a dummy rule which has no effect 
on the classification of zp and the pro- 
cedure is completed. Otherwise, Cc is 
determined as CX in (3). 

(iii) CFiY is determined as 

Let us consider the two-class classification prob- 
lem shown in Fig.2 where closed circles and open 
circles denote the patterns in Class 1 and Class 2, re- 
spectively. Fig.3 shows the generated fuzzy rules by 
Procedure 1 with K = 2 - 7. In Fig.3, hatched areas 
and dotted areas describe the consequent Class 1 and 
Class 2 of the generated fuzzy rules, respectively. 

Let us denote the set of the generated fuzzy rules 
by SR: 

S R =  {R$li= 1 , 2 , . . . , I i ' ; j =  1 , 2 , . . + , K } .  ( 5 )  

When using the fuzzy rules in SR, we can clas- 
sify a new pattern xp = ( tp l ,  t p 2 )  by the following 
procedure. 

Procedure 2: Classification of a new pattern 

(i) Calculate QCT for T = 1,2 , .  . . , M as 

~ C T  = max{pf(zpl) .p:(xp2) . CF; 
ICC = CT; R f  E SR) .  

(ii) Find Class X(CX) maximizing a c x  as 
(6) 

a c x  = max{ac1, . * , Q C M ) .  (7) 

When several classes take the maximum 
value in (7), the classification of xp is re- 
jected. Otherwise, assign zp to Class X 
determined by (7). 

Fig.4 shows the classification results by the fuzzy 
rules in Fig.3. In Fig.4, the curves denote the bound- 
aries between Class 1 and Class 2. It can be seen 
from Fig.4 that all the training patterns are correctly 
classified by the fuzzy rules for K = 6 and K = 7. 
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Figure 3: Generated fuzzy rules 

We can see from Fig.4 that it is difficult to de- 
termine an appropriate fuzzy partition when fuzzy 
rules based on simple fuzzy grids are employed. To 
cope with this difficulty, we have proposed the fuzzy 
classification system based on distributed fuzzy rules 
[2] where simultaneously employs fuzzy rules corre- 
sponding to several fuzzy partitions of the different 
sizes. Fig.5 shows the classification result by using all 
the fuzzy rules corresponding to the fuzzy partitions 
for K = 2 - 7. In Fig.5, we can get the sufficient 
classification result such that there is no unclassifi- 
able area. However, this approach has a drawback 
such that there may be many fuzzy rules in the fuzzy 
classification system, especially in high-dimensional 
classification problems. 
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Figure 4: Classification results 

3 Rule Selection with Forget- 
t ing 

3.1 Forgetting algorithm 
As mentioned in Section 1, the destructive learning 
method [4] has been proposed for constructing an 
appropriate neural network structure. We propose 
a rule selection method based on the concept of for- 
getting [4] in the destructive learning method to con- 
struct a compact fuzzy classification system. In the 
destructive learning method of neural networks, a 
weight of each link of the network is iteratively re- 
duced after each learning phase of the network. That 
is, the weights which are not increased during learn- 
ing phase are just reduced at each learning phase. 
Therefore we can construct an appropriate network 
structure by such an operation that significant .links 
are survived and unnecessary links are forgotten, i.e., 
removed. 

Fig.6 illustrates a fuzzy classification system men- 
tioned in Section 2 as a network structure. The fuzzy 
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Figure 5: Classification result by distributed fuzzy 
rules 
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Figure 6: Network structure of fuzzy classification 
system 

classification system in Fig.6 has four fuzzy rules cor- 
responding to the fuzzy partition for I< = 2. It can 
be seen from Fig.6 that we are able to use certainties 
of fuzzy rules instead of weights of neural networks in 
the destructive learning algorithm. Therefore we ap- 
ply the concept of forgetting to certainties of fuzzy 
rules generated by Procedure 1 in Section 2 to se- 
lect an appropriate rule set S from all the generated 
fuzzy rules. We propose the following procedure for 
selecting an appropriate fuzzy set S. 

Rule selection procedure with forgetting : 

(i) Set the number of iterations of the pro- 
cedure a t  t := 1. Specify the maximum 
number of iterations t,,, as a stopping 
condition and an initial rule set S. 

a 
a a. 
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Figure 7: Classification 
method 
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(ii) For zp ( p  = 1 , 2 , .  . , m), find the fuzzy 
rule R: satisfying the following equation: 

"{@Cl 1 QC2, * , Q C M )  
= PK(Zpl)  * P F ( Z p 2 )  . CFi?, 

(8) 
where QCT (T = 1 , 2 ,  M) is calculated 
by (6). When zp is correctly classified by 
RC, adjust the certainty CFiT of RC by: 

(9) 

Conversely, when zp is not correctly clas- 
sified by R$, adjust the certainty CF$ of 
RC by: 

CF,f := CF,f + pi  . (1 - CF;). 

CF,f  := CF,f - p2 . C F , f ,  (10) 

where p1 and pa are the learning con- 
stants such that 0 < p1 << p2 < 1. 

(iii) Modify the certainties of the fuzzy rules 
in the rule set S by: 

CF; := CF;. (1  - y) (11) 
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Table I: Simulation results of proposed method 

~ 

Learning Generalization 
Classification rate (%) 100.00 93.03 
Error rate (%) 0.00 6.70 
Number of rules 43 28.0 

where 7 is a forgetting rate. We call this 
modification ‘forgetting’ in this paper. 

(iv) When the certainty CF$ is less than the 
pre-specified threshold 8, remove the fuzzy 
rule R$ from the rule set S. 

(v) When t = t,,,, stop the procedure. Oth- 
erwise, let t := t + 1 and return to (ii). 

To illustrate the proposed method, we applied it 
to the two-class classification problem shown in Fig.:! 
with the following parameter specifications: t,,, = 
10000, v1 = 0.001, ~2 = 0.1, 7 = 0.001 and 8 = 0.1. 
In this computer simulations, we used all the fuzzy 
rules corresponding to the fuzzy partitions for Ii‘ = 
2 - 6 shown in Fig.3(a)-(e) as the initial rules in S. 
Our problem here is to select an appropriate rule set 
S from the initial rule set, i.e., all the fuzzy rules for 
K = 2 - 6. Fig.7 shows the selected fuzzy rules in 
S and the classification result. In the comparison of 
the classification result of the proposed method with 
those of our former works described in Section 2, the 
proposed method can correctly classify all the given 
training patterns by using fewer fuzzy rules than our 
former works (see Figs.3 and 4). 

4 Simulation Results 
To illustrate the effectiveness of the proposed method, 
we applied it to the iris data of Fisher [5]. In the 
computer simulations, we investigated the learning 
ability and the generalization ability of the proposed 
method. We also applied the fuzzy classification 
method of our former works [2][6] described in Sec- 
tion 2 and the rule selection method with genetic 
algorithm [3] to compare with the proposed method. 

4.1 Learning ability to training pat- 
terns 

To investigate the learning ability to training pat- 
terns, we used all the sample as the training pat- 
terns and performed the computer simulations with 

the same parameter specifications in Section 3. All 
the fuzzy rules corresponding to the fuzzy partitions 
for K = 2 - 6 were used the initial rules in S.  The 
simulation result of the proposed method is shown 
in the left column of Table 1. To compare with the 
proposed method, we also show the simulation re- 
sults of our former works in Table 11. It should be 
noted that the number of the fuzzy rules in the rule 
set S denotes the number of the fuzzy rules in S ex- 
cluding the fuzzy rules having q5 in the consequent. 
It can be seen from the left column of Table I that 
all the training patterns are correctly classified by 
the selected 43 fuzzy rules. From the comparison 
of Table I with Table 11, we can see that the pro- 
posed method outperforms our former works. More- 
over, in the comparison of the simulation result of 
the proposed method with that of the fuzzy classi- 
fication system based on distributed fuzzy rules, we 
can conclude that the proposed method constructs 
the compact classification system with high perfor- 
mance by removing unnecessary fuzzy rules from the 
initial rule set. 

4.2 Generalization ability to test pat- 
terns 

To examine the generalization ability to  test pat- 
terns, we applied 2-fold cross validation technique [SI 
in the computer simulations with the same param- 
eter specifications in the previous subsection, and 
summarized the simulation results which are the av- 
erage of classification rates, error rates and the num- 
bers of fuzzy rules over 10 iterations. 

The simulation results of the proposed method 
and our former works are shown in the right col- 
umn of Table I and Table 111, respectively. From the 
comparison of the simulation result of the proposed 
method with that of distributed fuzzy rules, we can 
see that the proposed method substantially reduced 
the number of fuzzy rules at the cost of the slight 
deterioration of the performance. Moreover, in the 
comparison of the proposed method with GA, we can 
say that the proposed method has a little more fuzzy 
rules but a much higher classification performance 
than GA. 

5 Conclusion 
In this paper, we performed all the computer simulac 
tions with t,,, = 10000 as the number of iterations 
of learning to suppose that we had sufficient learning 
time. In fact, we could get almost same classification 
performance a t  around t = 3000 in the computer 
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Table 11: Learning ability of our former works 

GA Simple fuzzy grid Dist.’ 
K = 2  K = 3  K = 4  K = 5  K = 6  K = 2 - 6  

Classification rate (%) 67.33 94.00 92.67 96.00 98.67 95.33 99.47 
Error rate (%) 32.67 6.00 7.33 4.00 1.33 4.67 0.53 
Number of rules 16 62 129 190 295 692 12.6 

*: Fuzzy classification system based on distributed fuzzy rules 

Table 111: Generalization ability of our former works 

GA Simple fuzzy grid Dist.’ 
K = 2  K = 3  K = 4  K = 5  K = 6  K = 2 - 6  

Classification rate (%) 69.27 92.43 90.03 95.27 95.57 94.30 90.67 
Error rate (%) 30.73 7.57 9.97 4.67 4.27 5.70 7.20 
Number of rules 16.00 58.33 115.45 165.12 242.85 597.75 10.10 

*: Fuzzy classification system based on distributed fuzzy rules 

simulations. We believe that the classification per- 
formance of the proposed method will be improved 
by investigating the parameter specifications. It will 
be left for the future work. 
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