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Abstract. The literature suggests that an ensemble of classifiers out-
performs a single classifier across a range of classification problems. This
paper investigates the application of an ensemble of neural network clas-
sifiers to the prediction of potential defaults for a set of personal loan
accounts drawn from a medium sized Australian financial institution.
The imbalanced nature of the data sets necessitates the implementation
of strategies to avoid under learning of the minority class and two such
approaches (minority over-sampling and majority under-sampling) were
adopted here. The ensemble out performed the single networks irrespec-
tive of which strategy was used. The results also compared more than
favourably with those reported in the literature for a similar application
area.
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1 Introduction

Authorised Deposit-Taking Institutions (ADIs) are corporations that are autho-
rised under the Australian Banking Act (1959) to invest and lend money. ADIs
include banks, building societies and credit unions. ADIs generate a large part
of their revenue through new lending or extension of existing credit facilities as
well as investment activities. The work described here focuses on lending, in par-
ticular the creation and management of customer personal loan accounts. The
development of credit scoring models to aid in loan approval is well established.
Traditionally these have been statistically based[9,11] although more recently ar-
tificial neural network approaches have attracted some research interest[4,13,15].
However there has been less work in the management of existing accounts. Sub-
stantial amounts of money are spent on recovery of defaulted loans, which could
be significantly decreased by having the option of tracking a high default risk
borrowers’ repayment performance. This is sometimes referred to as arrears or
collections management.

This is essentially a classification problem. Loan accounts could be classified
as high or low risk depending on the risk of the customer not meeting their
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repayment committments. Multi-layer artificial neural networks can be consid-
ered as non-linear classifiers and, given their success in credit scoring, may be of
use in identifying high risk accounts. A recent study[2] compared a neural net-
work approach to the prediction of early repayment and loan default with more
traditional approaches. The results were promising and suggested that a neural
network approach outperformed the traditional approaches, particular for the
prediction of early repayment.

The research reported here focuses only loan default and applies an ensemble
as well as a single classifier approach. The data used is real life data sourced from
a medium sized Australian bank and includes a low proportion of bad accounts.
The paper is organised as follows: Section 2 provides a brief overview of en-
sembles and classifiers, section 3 discusses the data used in more detail and the
experiments conducted, and section 4 discusses the experimental results. The
paper concludes with a discussion of possible areas for future work that arise
from the results presented here.

2 Classifiers and Ensembles

In simplest terms, a classifier divides examples into a number of categories. Clas-
sifiers may be trained on a data set and then tested on unseen data to determine
their generalisation capabilities. Typically training uses a supervised learning
approach i.e the target class is known for both the training and testing data.
It has been shown that the use of an ensemble, rather than a single classifier,
significantly improves classification performance [5,8,16]. Ensembles are partic-
ularly useful for classification problems involving large data sets[3] and can be
constructed and combined in various ways[5,14].

Each member of the ensemble could be trained and tested on a subset of the
total data set. This approach works well for unstable learning algorithms such as
those used by artificial neural networks[5]. Several methods are available for the
selection of these subsets. They can simply be selected at random (with or with-
out replacement). The data set could be divided into a series of disjoint subsets
and the training sets could be formed by leaving out one or more of the subsets,
which might be reserved for testing. In these situations the ensemble members
are trained independently of each other[10]. Another approach is to use a boost-
ing algorithm such as the ADABOOST algorithm[6] which builds the ensemble
by using datasets formed by focusing on misclassified examples. Ensembles can
also be constructed using subsets of the input attributes. This approach is par-
ticularly useful when there is some redundancy amongst the inputs. In situations
where there are many target classes ensemble members can be constructed using
a reduced set. The number of target classes can be reduced combining several
together. Whatever methods are choosen for ensemble construction the designer
should ensure that there is diversity amongst individual ensemble members.

There are several ways of combining or fusing the decision of each individual
classifier into one final ensemble decision. The simplest is to use an unweighted
voting system where it is assumed that the relative importance of each individual
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decision is the same. If this is not the case then appropriate weightings could be
introduced. A discussion of the possibilities can be found in [5,14] and examples
of ensemble application areas in [1,12,17].

3 Experimental Work

The networks were developed using personal loan accounts created in May 2003.
The observation point was 12 months later i.e May 2004. This was considered
sufficient time before a realistic assessment of their performance could be made
(Fig. 1). The networks were trained to classify whether an account was likely to
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Fig. 1. Data Selection

lapse into arrears or remain healthy. An account was considered in arrears (i.e.
‘bad’) if, at the observation point, the contractual repayment obligations had
not been met. Otherwise it was considered not in arrears, or ‘good’. The data
set totalled 1534 accounts consisting of 1471 ‘good’ examples and 63 ‘bad’ ex-
amples. The imbalanced nature of the data set was typical across the unsecured
loan accounts of the financial institution involved.

23 input attributes were used of which 22 were collected at the time of loan
approval and one during the outcome period, reflecting the loan performance.
Of these 17 were continuous and 6 discrete. There was no significant correlation
between any of the input attributes and the target class except for that collected
during the outcome period and even in this case it was weak. The continuous at-
tributes were linearly scaled from 0 to 1 and the discrete attributes were widened
and represented as a suitable vector. There was little missing data. There were
two target classes. All networks used 46 input neurons and one output neuron.
The number of hidden layers and hidden layer neurons varied, depending on the
experimental results. The networks were developed using the publically avail-
able neural network software NevProp and trained using the quickprop learning
algorithm.

The literature suggests that networks trained on imbalanced data sets of the
type used here tend to learn the majority class at the expense of the minority
one[7]. A series of preliminary experiments using single networks trained, tested
and validated on sets containing a ratio of good to bad examples equal to that
in the original data set confirmed this. In arrears management it is important
that the classifiers predict well the minority class (i.e. the ‘bad’ accounts). Sev-
eral strategies have been suggested to overcome the data imbalance[7] and two
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(a single minority over-sampled network and an ensemble of majority under-
sampled networks) were used here.

For the minority over-sampled network all majority class examples were re-
tained and the data set was enlarged by sampling each minority class example
five times. For each ensemble member all minority class examples were retained
and a subset of the majority class, drawn at random, was added. Seven such
data sets were created.

In all cases the data sets were subdivided into a training, a testing and a
validation set. The proportion of ‘good’ to ‘bad’ accounts was 2:1 in each set.
Multiple experiments were run to determine the best performing network based
on testing set performance, particularly on the classification of ‘bad’ examples.
A validation set was used to provide an estimation of performance on unseen
data in the development data set.

4 Experimental Results and Discussion

The training, testing and validation performance of each individual network on
the May 2003−2004 data is shown in table 1. The minority-oversampled network
out performed all individual ensemble members, particularly in the classification
of the ‘bad’ accounts. This is not surprising as the proportion of training and
testing examples to the total available examples used during the development
of this network was greater than that for the development of each ensemble
member.

Table 1. Individual network performance on development (May 2004) data

Ensemble Testing % Validation %
member good bad good bad

#1 95 85 88.5 84.6
#2 92.5 80 96 61.5
#3 85 85 57.7 84.6
#4 60 85 88.5 69
#5 85 80 80.8 80
#6 90 80 88.5 80
#7 80 90 65.4 61.5

minority-oversampled 95 100 93 100
network

The trained ensemble and minority-oversampled networks were then applied
to unseen data viz: personal accounts from June, Nov and Dec 2003−2004 (table
2). The proportion of ‘good’ to ’bad’ accounts in these sets was similar to that
in the development data set. A simple non-weighted majority voting system was
used to determine ensemble performance. The ensemble clearly outperformed the
minority-oversampled network in the classification of both ‘good’ and ’bad’ ac-
counts across the three data sets. It also outperformed the average performance
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of each individual ensemble member. These averages are also shown in the table.
These results support the literature observation that the classification perfor-
mance of an ensemble is superior to that of a single network (in this case that
of both a minority-oversampled and a majority-undersampled network)[5,8,16].

The ensemble results also compare more than favourably with those in the
analagous part of the study reported in [2]. In this case single networks were
used to predict personal loan default after 12 months for a set of accounts from
a U.K. financial institution. The minority class (loan default) was over-sampled
and the input attributes, although less numerous, were similar to ones used here.
The trained network yielded a classification accuracy of 78.8% overall (87.4 %
on the good accounts, but only 33 % on the default accounts).

Table 2. Performance of the ensemble and the minority-oversampled network on unseen
data

Observation point June 2004 Nov 2004 Dec 2004
good bad good bad good bad

ensemble 97.6 100 89 85 94.3 91.3
minority-oversampled 83.7 91.7 72.5 63.8 75.7 78.8

network
ensemble member

(average) (84.8) (89.9) (77.7) (71.8) (80.7) (78.8)

5 Conclusion and Future Work

Arrears management involves identifying and tracking high risk customer loan
accounts. An ensemble of neural network classifiers shows promise as an accu-
rate classifier for predicting potential personal loan defaults. The results reported
here illustrate that ensembles outperform single networks, even when the data
set is under or over-sampled. Future work includes the application of these ap-
proaches to the construction of systems that investigate the effectiveness of the
loan approval process. This may include the identification of rejected loan appli-
cations that would possibly not default. Finally the development of single and
ensembles of rule based classifiers, in an effort to supply a classification expla-
nation for unsecured lending such as personal loan and credit card accounts, is
another possible area for future research.
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