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Abstract-Applications of learning algorithms in
knowledge discovery are promising and relevant area
ofresearch. It is offering new possibilities and benefits
in real-world applications, helping us understand better
mechanisms of our own methods of knowledge
acquisition. Genetic programming (GP) posses certain
advantages that make it suitable for discovering the
classification rulefor data mining applications, such as
convenient structure for rule generation. This paper,
intended to discover classification rules for the
Egyptian sock market return by applying GP. Since the
Egyptian stock market return data have a large number
of specific properties that together makes the
generalized classification rules unusual. The process
behaves very much like a random-walk process and
regime shifft in the sense that the underlying process is
time varying. These reasons cause greats problems for
the traditional classification algorithms. Experiments
presenting a preliminary result to demonstrate the
capability of GP to mine accurate classification rules
suitable for prediction, comparable to traditional
machine learning algorithms i.e., C4.5.

I. INTRODUCTION
Recently, there has been upsurge of interest in the

area of data mining in knowledge discovery in financial
data and discovering the classification rules or trading
rules is one of the fundamental activities in data mining
wlicih are tinconicerned with continiual prico predictioni
and wait for a certain conditions to trigger by or sell
actions. The use of GP for discovering accurate,
comprehensible and predictive classification rules is
relatively under-explored area. It is a promising
approach due to their effectiveness in searching very
large spaces and the ability to perform global search for
candidate rules. In comparison with the traditional
decision tree techniques (e.g., CART [13]; C4.5 [161)
which provided relatively accurate and understandable
rules, they generated rules are more complex than
necessary. Moreover is local or greedy search technique
since it selects only one attribute at a time based on the
entropy measure, and therefore the feature space is
approximated by a set of hyper-cubes [8]. GP classifiers
have been proposed alternative methods. They posses
certain advanitages that make it suitable for
classification, such as convenient structure for rule
generation, for instance. Further, they perform a global

search in which genetic operators can modify many
different combinations of attributes - using the several
different functions available in the function set. Hence,
even if the original attributes do not have much
predictive power by themselves, the system can
effectively create "derived attributes" with greater
predictive power, by applying the function set to the
original attributes [31[(1. Finally, it offers wide range of
possibilities of variations and modifications of
algorithm that may lead to improve overall performance
of the application. In this paper, we are interested in
using GP technique for automatic rule discovery and the
evaluation of its performance over real world data of the
Egyptian stock market represented in the Commercial
International Bank (CIB) is presented. Especially, the
Egyptian stock market return data have a large number
of specific properties that together makes the

;generalized classification rules unusual. The process
behaves very much like a randoml-walk process and
regime shift in the sense that the underlying process is
time varying. These reasons cause greats probleiiis for
the traditional classification algorithms. This paper is
organized as follows. Section 2 presents an overview of
GP. Section 3 describes the related work of using GP
system for discovering classification rules. Section 4
examines the data used to assess the Egyptian stock
market, represents the methodology and the
classification results. Section 5 concludes the paper.

I. GlEN[ITiC PROGRAMMING
GP [111][12], belong to a class of optimization
techniques broadly called evolutionary algorithms. GP
is modification of genetic algorithms with one major
difference. The population consists of individuals
represented by specific data structure - trees. Inner
nodes of the trees can represent functions (e.g.
arithmetic operators, conditional operators or problem
specific functions) and leaf nodes would be terminals -
external inputs, constants, and zero argument functions.
Both the function set and the terminal set must contain
symbols appropriate for the target problem. Each
individual of the population is evaluated withi respect to
its ability to solving the target problem can grow in size
and shape in a very dynamical way. This evaluation is
performed by a fitness function, which is problem
dependent function and the population evolved through
the actions of genetic operators such as reproduction,
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mutation and crossover. Mutation means the evolution
of a completely new structure determiined at random at
selected node (i.e., subtree in the chosen node is deleted
and new one is randomly created, by "grown" in the
chosen mutation point). Crossover involves the
branches from two parent structures being swapped as
shown in Figure 1.

(a) Mutation on trees

+
_ (b) Crossover on trees

Figure 1. Genetic programming operators (a) mutation (b)
crossover.

Unlike most data mining algorithms, GP can
automatically discover any logical, mathematical
combination of different input attributes. To apply GP
to data mining classification problem one must define a
terminal set, containing the attributes and their
corresponding domain values, and a funictioni set,
containing the operators to be applied to the terminal set
elements.

III. GENETIC PROGRAMMING IN
CLASSIFICATION

In this section, we briefly review related approaches
using GP for classification in the context of data
mining. In this context, the discovered knowledge is
often expressed in the form of IF-THEN classification
rule. GP has bee used to evolve decision trees for
classification [I 11][12] but its role as an inductive leaner
remain elusive. Applying GP for classification task is
relatively straightforward as long as all the attributes are,
continuous numeric data and these methods have shown
to be capable of producing accurate classifiers. Since
the continuous attribute satisfy the closure property of
GP. Closure of the search space assumes that the return
value of any subtree is a valid argument for any
function, which means that only admissible offspring is
produced. In certain cases this could be a problem, for
example if we combine Boolean and numerical
functions. In order to maintain this property with
nominal or logical attributes so that the classification
program still has the ability to performing accurate
classification, several solutions have been proposed to
cope with the closure property of GP. The first

approach is based on the use of constrained-syntax GP.
The key idea is that, for each function available in the
function set, the user specifies the type of its arguments
and the type of its result [17][19][15]. In this case, GP
can naturally discover rules expressed in a kind offirst-
order logic. The second approach based on modifying
the data being mined - rather than miodifying the
standard GP algorithm. An example of this approach
consists of booleanizing all the attributes being mined
by converting its possible values into binary value (zero
or one) and then using logical operators (AND, OR,
etc.) in the function set. Hence, the otutput of any node
in the tree will be a Boolean value, whichi canl be tused
as input to any logical operator in the corresponding
parent node. In this case, the resulted classification rule
is expressesed in proportional logic. Systems based on
this approach are described in References
[10][5][6][7][18] and our system adopted this approach.
The third approach is convert the nominal attributes and
logical attributes into continuouis data and then using
mathematical operators (ADD, SUB, etc.) in the
function set. The conversion based on labeling each
distinct nominal or logical value for a given attribute
with an integer value starting at zero reflects its values
[18].

IV. DISCOVERING THE CLASSIFICATION RULES
FOR EGYPTIAN STOCK MARKET

A. Task and Data

The Egyptian Stock Exchange (ESE) comprises of
two exchanges, respectively the Alexandria stock
exchanige anid Cairo. The two exclhaniges wcre
integrated and govern by the same board of directors
(i.e., Capital market authority) as an independent
regulatory agency. The two exchanges share the same
trade, clearing and settlement systems, so that market
participates have access to stock listed in both
exchanges. The behavior of the ESE stock return is
evaluated using the many daily aggregated indices.
These are CASE30 daily index and the Hermes
Financial Index (HFI), which are the most widely
known and acknowledged performance indicator that
measures the return on investment from the change in
value of the stocks and other companies also calculate
their own indices [14][2]. One of the key banks that
contribute to Egyptian market is the Commercial
International Bank (CIB); the data for CIB stock price is
used for the period between January 2001 and
September 2003 for discovering classification rules that
predict the stock price of CIB given the prices of the
previous closed prices. This gave us 663 data point;
each data point comprises the stock prices of the
previous five days stock price and the classification of
the future stock price. Since our technique learns
concept description, we define the stock price as two
disjoint concepts: stock-will-increase and stock-will-
decrease. We somewhat arbitrarily took the first 440
data points for training, the next 223 points for
validation and test.
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B. Classification using Genetic Programming

The system follows the standard GP framework,
where the GP expresses the classification rule in
proportional logic, which allows one to get human-
readable forecasting rule that is sufficient to predict
whether a given instance belongs to that class or not as
a two-class problem. GP in general has a five
components, i.e., the function set, terminal set, fitness
function, control parameters and stop condition, must be
determined to solve a problem. For a given
classification problem, the genetic programming
algorithm is executed on population of trees that
represent Boolean functions. The function set consists
of Boolean functions AND, OR and NOT. The terminal
set consists of all input prices of the last week. For the
fineness function, there are several formulas have been
used to measure the quality of the classification rule that
integrating completeness (i.e., com = p/P ) and
consistency (i.e., con = p/p + n ), where p and n are the
number of positive and negative examples covered by
the rule and P is the total number of positive examples
in the training set [9]. The fitness function calculated
using a more quality metric is consistency gain, which
defined as:

fitness = (p+ )*exp( p+n 1) -.(1)

The consistency gain takes into account the distribution
of positive and negative examples in the training set.
Where N is the total number of negative examples in
the training set. This fitness function has the advantages
of being simple and returning a normalized value in the
range [0..1].
4.3 Experiments results

The GP is tested for discovering a classification rule
for predicting the change in the CIB price. The
algorithm was trained and tested with the following
parameters we use are the population size is 2000; the
number of generations is 51 (including thz first random
population). Tlc initial population is genierated usinlg
the ramped-half-and-half method. The maximum depth
of the new individual is 6. The maximum depth of
individual after crossover is 17. Fitness proportionate
selection is used. 90% of selected individuals undergo
crossover, with 70%/0 internal and 20% external
crossover points being selected. The remaining 10% of
selected individuals undergoes reproduction. The
productivity of discovered rules evaluated using the
accurocy rate (i.e. acc = (p + n)/(P + N)). In order to
compare the performance of GP with traditional
classification methods, we also conductied experiments
using C4.5 [16] results using WEAK which a library of
Machine Learning Algorithms in Java. The parameters
for those classifiers were chosen to be the default one
used by WEKA. The mean accuracy of results of
training and test data is presented in table 1.

Table 1. The Classification Accuracy Comparison.

GlP alt orithm C4.5 al porithm
Training Test Training T'est

Accuracy 65.0% 59.6% 57.9% 52.4%

The C4.5 are able to get a prediction error about
42.1% and 47.6% (on 66%-34% training and test set
data on stock-will-increase/stock-will-decrease). Using
GP can effectively create comprehensive tree witl
greater predictive power (i.e., GP achieved an accuracy
rate of 65%.), by applying the function set to the
original attributes this reduce the error to 35% and
40.4% for training and test data sets. However, the basic
drawback of GP, compared with C4.5 is the speed.

V. CONCLUSION AND DISCUSSION
This paper explores the synergy of GP in comparison

with decision tree classifications such as C4.5 [16] for
discovering a classification rule from the data of the
Commercial International Bank (CIB) as a key bank at
the Egyptian stock market. The C4.5 are able to get a
prediction error about 47.6% on data of test set
however, using GP can effectively create
comprehensive tree with greater predictive power, by
applying the function set to the original attributes this
reduce the error to 40.4%.
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