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Abstract: In the paper nine different approaches to missing attribute values
are presented and compared.  Ten input data files were used to investigate the
performance of the nine methods to deal with missing attribute values.  For
testing both naive classification and new classification techniques of LERS
(Learning from Examples based on Rough Sets) were used.  The quality
criterion was the average error rate achieved by ten-fold cross-validation.
Using the Wilcoxon matched-pairs signed rank test, we conclude that the
C4.5 approach and the method of ignoring examples with missing attribute
values are the best methods among all nine approaches; the most common
attribute-value method is the worst method among all nine approaches; while
some methods do not differ from other methods significantly.  The method of
assigning to the missing attribute value all possible values of the attribute
and the method of assigning to the missing attribute value all possible values
of the attribute restricted to the same concept are excellent approaches based
on our limited experimental results.  However we do not have enough evidence
to support the claim that these approaches are superior.

Key words: Data mining, knowledge discovery in databases, machine
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1  Introduction

One of the main tools of data mining is rule induction from raw data represented by a
database.  Real-life data are frequently imperfect: erroneous, incomplete, uncertain and
vague.  In the reported research we investigated one of the forms of data
incompleteness: missing attribute values.

We assume that the format of input data files is in the form of a table, which is
called a decision table.  In this table, each column represents one attribute, which
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represents some feature of the examples, and each row represents an example by all its
attribute values.  The domain of each attribute may be either symbolic or numerical.
We assume that all the attributes of input data are symbolic.  Numerical attributes,
after discretization, become symbolic as well.  For each example, there is a decision
value associated with it.  The set of all examples with the same decision value is
called a concept.  Members of the concept are called positive examples, while all other
examples are called negative examples.

The table is inconsistent if there exist two examples with all attribute values
identical, but belonging to different concepts.  For inconsistent data tables, we can
induce rules which are called  certain and possible [5].

2  Description of Investigated Approaches to Missing
Attribute Values

We used the following nine approaches to missing attribute values:
1 . Most Common Attribute Value.  It is one of the simplest methods to deal
with missing attribute values.  The CN2 algorithm [3] uses this idea.  The value of
the attribute that occurs most often is selected to be the value for all the unknown
values of the attribute.
2 . Concept Most Common Attribute Value.  The most common attribute
value method does not pay any attention to the relationship between attributes and a
decision.  The concept most common attribute value method is a restriction of the
first method to the concept, i.e., to all examples with the same value of the decision
as an example with missing attribute vale [9].  This time the value of the attribute,
which occurs the most common within the concept is selected to be the value for all
the unknown values of the attribute.  This method is also  called maximum relative
frequency method, or maximum conditional probability method (given concept).
3 . C4.5.  This method is based on entropy and splitting the example with missing
attribute values to all concepts [12].
4 . Method of Assigning All Possible Values of the Attribute.  In this
method, an example with a missing attribute value is replaced by a set of new
examples, in which the missing attribute value is replaced by all possible values of
the attribute [4].  If we have some examples with more than one unknown attribute
value, we will do our substitution for one attribute first, and then do the substitution
for the next attribute, etc., until all unknown attribute values are replaced by new
known attribute values.
5 . Method of Assigning All Possible Values of the Attribute
Restricted to the Given Concept.  The method of assigning all possible values
of the attribute is not related with a concept.  This method is a restriction of the
method of assigning all possible values of the attribute to the concept, indicated by an
example with a missing attribute value.
6 . Method of Ignoring Examples with Unknown Attribute Values.
This method is the simplest: just ignore the examples which have at least one
unknown attribute value, and then use the rest of the table as input to the successive
learning process.
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7 . Event-Covering Method.  This method, described in [2] and [14], is also a
probabilistic approach to fill in the unknown attribute values.  By event-covering we
mean covering or selecting a subset of statistically interdependent events in the
outcome space of variable-pairs, disregarding whether or not the variables are
statistically independent [14].
8 . A Special LEM2 Algorithm.  A special  version of LEM2 that works for
unknown attribute values omits the examples with unknown attribute values when
building the block for that attribute [6].  Then, a set of rules is induced by using the
original LEM2 method.
9 . Method of Treating Missing Attribute Values as Special Values.
In this method, we deal with the unknown attribute values using a totally different
approach: rather than trying to find some known attribute value as its value, we treat
“unknown” itself as a new value for the attributes that contain missing values and
treat it in the same way as other values.

3  Classification

Frequently rules induced from raw data are used for classification of unseen, testing
data.  In the simplest form of classification, if more than one concept was indicated by
rules for a given example, the classification of the example was counted as an error.
Likewise, if an example was not completely classified by any of rules, it was
considered an error.  This classification scheme is said to be naive LERS classification
scheme.

The new classification system of LERS is a modification of the bucket brigade
algorithm [1, 7].  The decision to which concept an example belongs is made on the
basis of three factors: strength, specificity, and support.  They are defined as follows:
Strength is the total number of examples correctly classified by the rule during
training.  Specificity is the total number of attribute-value pairs on the left-hand side
of the rule.  The matching rules with a larger number of attribute-value pairs are
considered more specific.  The third factor, support, is defined as the sum of scores of
all matching rules from the concept.  The concept C for which the support, i.e., the
following expression

Σ
matching rules R describing C

 Strength(R) ∗  Specificity(R)

is the largest is a winner and the example is classified as being a member of C.
If an example is not completely matched by any rule, some classification systems

use partial matching.  System AQ15, during partial matching, uses the probabilistic
sum of all measures of fit for rules [10].  Another approach to partial matching is
presented in [13].  Holland et al. [8] do not consider partial matching as a viable
alternative of complete matching and rely on a default hierarchy instead.  In the new
classification system of LERS, if complete matching is impossible, all partially
matching rules are identified.  These are rules with at least one attribute-value pair
matching the corresponding attribute-value pair of an example.
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For any partially matching rule R, the additional factor, called Matching factor
(R), is computed.  Matching_factor is defined as the ratio of the number of matched
attribute-value pairs of a rule with an example to the total number of attribute-value
pairs of the rule.  In partial matching, the concept C  for which the following
expression is the largest

Σ
partially matching rules R describing C

 Matching_factor(R) ∗  Strength (R) ∗  Specificity(R)

is the winner and the example is classified as being a member of C.
Rules induced by a new version of LERS are preceded by three numbers:

specificity, strength, and the total number of training examples matching the left-hand
side of the rule.

4  Experiments

Table 1 describes input data files, in terms of the number of examples, the number of
concepts, and the number of attributes that describe the examples, that were used for
our experiments.  All ten data files were taken from real world where unknown
attribute values frequently occur.

Table 1. Description of data files

Name of Data Files No. of Examples No. of Attributes No. of Concepts

Breast cancer 286 9 2

Echocardiogram 74 13 2

Hdynet 1218 73 2

Hepatitis 155 19 2

House 435 16 2

Im85 201 25 86

New-o 213 30 2

Primary tumor 339 17 21

Soybean 307 35 19

Tokt 6608 67 2

The breast cancer data set was obtained from the University Medical Center,
Institute of Oncology, Ljubljana, Yugoslavia, due to donations from M. Zwitter and
M. Soklic.  Breast cancer is one of three data sets provided by the Oncology Institute
that has repeatedly appeared in the machine learning literature.  There are nine out of
286 examples containing unknown attribute values.
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Table 2. Error  rates of input data sets by using LERS new classification

Methods

Data file 1 2 3 4 5 6 7 8 9

Breast 34.62 34.62 31.5 28.52 31.88 29.24 34.97 33.92 32.52

Echo 6.76 6.76 5.4   6.56 6.76 6.76 6.76

Hdynet 29.15 31.53 22.6   28.41 28.82 27.91 28.41

Hepatitis 24.52 13.55 19.4   18.75 16.77 18.71 19.35

House 5.06 5.29 4.6   4.74 4.83 5.75 6.44

Im85 96.02 96.02 100  96.02 94.34 96.02 96.02 96.02

New-o 5.16 4.23 6.5   4.9 4.69 4.23 3.76

Primary 66.67 62.83 62.0 41.57 47.03 66.67 64.9 69.03 67.55

Soybean 15.96 18.24 13.4  4.1 15.41 19.87 17.26 16.94

Tokt 31.57 31.57 26.7 32.75 32.75 32.88 32.16 33.2 32.16

Table 3. Error  rates of input data sets by using LERS naive classification

Methods

Data file 1 2 4 5 6 7 8 9

Breast 49.30 52.1 46.98 47.32 48.38 52.8 52.1 47.55

Echo 27.03 25.68   31.15 29.73 33.78 22.97

Hdynet 67.49 69.62   65.27 69.21 56.98 61.33

Hepatitis 38.06 28.39   32.5 37.42 41.29 34.84

House 10.11 7.13   9.05 10.57 12.87 11.72

Im85 97.01 97.01  97.01 94.34 97.01 97.01 97.01

New-o 11.74 11.74   11.19 11.27 10.33 10.33

Primary 83.19 77.29 53.16 60.09 81.82 80.53 82.1 79.94

Soybean 25.41 22.48  4.86 24.06 24.10 21.82 22.15

Tokt 63.62 63.62 62.82 62.82 64.15 63.36 63.62 63.89

The echocardiogram data set is donated by Steven Salzberg, and this data has been
used several times to predict the survival of a patient.  There are a total of 132
missing values among all the attribute values.

The hdynet data set, which comes from real life, presents the premature birth
described by 73 attributes.  There were 814 out of 1218 examples containing
unknown attribute values.

The hepatitis data set was donated by G. Gong, Carnegie-Mellon University, via
Bojan Cestnik of Jozef Stefan Institute.  There were 75 out of 155 examples that
contain unknown attribute values in this data set.
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The house data set, which has 203 examples that contain unknown attribute
values, consists of votes of 435 congressmen in 1984 on 16 key-issues (yes or no).

The im85 data set is from a 1985 Automobile Imports Database, and it consists
of three types of entities:  a) the specification of an auto in terms of various
characteristics, b) its assigned insurance risk rating, and c) its normalized losses in use
as compared to other cars.

The new-o data set is another set of breast cancer data that uses different attributes
from the breast cancer data set.  In this approach, there are 30 attributes to describe the
examples.  There were a total of 213 examples, and 70 of them have at least one
unknown attribute value.

The primary-tumor data set was obtained from the University Medical Center,
Institute of Oncology, Ljubljana, Yugoslavia.  The data set primary-tumor has 21
concepts and 17 attributes, and 207 out of 339 examples contain at least one missing
value.

For the soybean data set, R. S. Michalski used this data set in the context of
developing an expert system for soybean disease diagnosis.  There are 19 classes, but,
only the first 15 classes have been used in prior work.  And, the last four classes have
very few examples and there are 41 examples that contain unknown attribute values.

The tokt data set, which is the largest data file in this experiment, came from the
practical data about premature birth, which is similar to the hdynet data set.  Among
6619 examples in this data set, only 11 examples contain unknown attribute values.

In our experiments, we required that no decision value is unknown.  If some
unknown decision values existed in the input data files, the input data files were pre-
processed to remove them.

Our experiments were conducted as follows.  All of the nine methods from
Section 2 were applied to all the ten data sets.  Both original data sets and our new
data sets, except for C4.5 method, were sampled into ten pairs of training and testing
data.  Then the sampled files were used as input to LEM2 single local covering [5] to
generate classification rules, except the special LEM2 method, where rules were
induced directly from the data file with missing attribute values.  Other data mining
systems based on rough set theory are described in [11].  We used ten-fold cross
validation for the simple and extended classification methods.  The performance of
different methods was compared by calculating the average error rate.  Here, we did a
slight modification using leaving-one-out for the data set echocardiogram since it has
less than 100 examples.

In Tables 2 and 3, the error rates that were not available, because of the limited
system memory, are indicated by '–'.

5  Conclusions

Our main objective was comparison of the methods to deal with missing attribute
values.  Results of our experiments are presented in Table 2 and Table 3.  In order to
rank those methods in a reasonable way we used the Wilcoxon matched-pairs signed
rank test [7].
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The very first observation is that the extended (LERS) classification is always
better than the simple classification method.

Results of the Wilcoxon matched-pairs signed rank test are: using LERS new
classification method, C4.5 (method 3) is better than method 1 with a significance
level 0.005.  Also, method 6 is better than method 1, LEM2 (method 8) and method 9
with significance level 0.1.  Differences in performance for other combinations of
methods are statistically insignificant.  Similarly, for LERS naive classification,
results of the Wilcoxon matched-pairs signed rank test are: method 2 is better than
method 7 with significance level 0.1, method 9 is better than methods 1 and 7, in
both cases with the significance level 0.05, and, finally, method 6 performs better
than method 1 with significance level 0.05.  Differences in performance for other
combinations of methods are statistically insignificant.

For methods that  do not differ from each other significantly with respect to the
Wilcoxon matched-pairs signed rank test, we estimated their relative performance by
the number of test cases that have smaller error rate.  If one method performs better
than the other in more than 50% of the test cases, we—heuristically—conclude that it
performs better than the other one.  For example, in Table 2, since the C4.5 approach
gives a smaller error rate than method 6 in 6 out of 10 test cases, we can conclude that
using LERS new classification, the C4.5 approach performs better than method 6.
Based on this heuristic evaluation principle, among all the indistinguishable methods
except for method 4 and method 5, we observe that using LERS new classification,
the C4.5 approach performs better than any other method; method 6 performs better
than any other method except for the C4.5 approach; and method 1 performs worse
than any other method.  When using the LERS naive classification, method 9
performs better than any other method; method 2 performs better than any other
methods except for method 9; and method 1 performs worse than any other method.

We do not have enough experimental results for method 4 and method 5.  But
from our available results, they perform very well.  These methods are promising
candidates for the best-performance methods.  However, it is risky for us to conclude
that they are the best methods among all nine methods because we do not have
enough test files to support this conjecture statistically, using the Wilcoxon matched-
pairs signed rank tests.  Using both new and naive classification of LERS, the error
rate of method 4 is smaller than that of any other method in more than 50% of the
applicable test cases; method 5 has a smaller error rate than any other methods, except
method 4, in more than 50% of the applicable test cases.  The approaches of method 4
and method 5 are similar.  By substituting missing value by all possible values of an
attribute in our substitution, we can get as much information as possible, but the size
of the resulting table may increase exponentially, thus we cannot get the results for
some of our data sets because of insufficient system memory.
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