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A Bibliography of Algorithm Experimentation
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This annotated bibliography lists sources that address methodology, tools and
techniques, and standards for experimental research on algorithms. I've tried, in the
annotation, to summarize both the content and the technical level. No attempt has
been made to catalog the huge number of published ezamples of experimental and
computational research on algorithms, although some general publication venues
are listed.

We begin with a shortlist of resources for the beginning experimentor. These
sources, taken together, provide good overall coverage of the main issues of experi-
mental research, at about the graduate student level. The reference list that follows
contains works on more specialized, advanced, and technical topics.

A Beginner’s Reading List.

e For general advice, tips, and guidelines on algorithmic experimental re-
saerch, read Barr et al. [BGK'95], McGeoch [McG96b], [McG00],
Johnson [Joh01], and Moret [Mor01].

¢ Bentley [Ben91] shows how to build a Unix environment that supports
efficient testing and data collection. Some remarks on this subject may
also be found in [McGO1b].

e Ahuja, Magnanti, and Orlin [AMO93] discuss algorithmic performance
measures that closely predict running times and that (to some extent) can
be extrapolated across machine environments.

e For an introduction to statistical concepts and techniques that are most
relevant to experimental research on algorithms, read the book by Co-
hen [Coh95] and/or the article by Coffin and Saltzman [CS00]. Both of
these sources contain examples and illustrations drawn from algorithmic
research problems. For a readible and authoritative discussion of tech-
niques of graphical data analysis, see Chambers et al. [CCKT83].

e Crowder, Dembo, Mulvey [CDMY78], and the follow-up article by Jackson
et al. [JBNP91] give criteria and standards for presentation of experi-
mental research in published work. The first provides a handy checklist for
reviewers. See also Johnson [Joh01] for advice on what kind of informa-
tion to include in your talk or paper. McGeoch and Moret [MIM99] give
guidelines for presenting talks on experimental research on algorithms.
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