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Abstract. In this paper we present the application of a genetic pro-
gramming algorithm to the problem of bankruptcy prediction. To carry
out the research we have used a database of Spanish companies. The
database has two important drawbacks: the number of bankrupt com-
panies is very small when compared with the number of healthy ones
(unbalanced data) and a considerable number of companies have mis-
sing data. For comparison purposes we have solved the same problem
using a support vector machine. Genetic programming has achieved very
satisfactory results, improving those obtained with the support vector
machine.

1 Introduction

Bankruptcy prediction is a very important economic issue. It is of great sig-
nificance for stakeholders as well as creditors, banks, investors, to be able to
predict accurately the financial distress of a company. Given its relevance in
real life, it has been a major topic in the economic literature. Many researchers
have worked on this topic during the last decades; however, there is no generally
accepted prediction model.

According to [7], a survey reviewing journal papers on the field in the pe-
riod 1932-1994, the most popular methods for building quantitative models for
bankruptcy prediction have been discriminant analysis [1] and logit analysis [16].
Since the 90s there has been an increasing interest on the application of methods
originating from the field of artificial intelligence, mainly neural networks [14].

However, other methods from the artificial intelligence field, such as evolutio-
nary computation have been scarcely used for the bankruptcy prediction prob-
lem. After an extensive (but not exhaustive) review of the literature, only a few
papers could be found that applied evolutionary methods to the bankruptcy
prediction problem.

Some authors have used genetic algorithms (GAs), either on its own [11], [18],
[20] or in a hybrid method with a neural network [4] for the insolvency prediction
problem. However, most of the approaches from the evolutionary computation
field use genetic programming (GP). The ability of GP to build functions make
this algorithm more appropriate to the problem at hand than GA. In the litera-
ture we can find a couple of hybrid approaches that combine GP with another
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method, such as rough sets [15] and neural networks [19]. Some authors have
used GP on its own. In [21], the authors have used linear GP and have com-
pared its performance to support vector machines and neural networks. In [13],
the authors have used GP to predict bankruptcy on a database of Norwegian
companies and in [17] the GP has been used for the prediction of insolvency in
non-life insurance companies, a particular case. Finally, grammatical evolution,
a form of grammar-based genetic programming, has been used in [5] to solve
several financial problems.

One important advantage of the GP approach to bankruptcy prediction is
that it yields the rules relating the measured data to the likelihood of becoming
bankrupt. Thus a financial analyst can see what variables and functions thereof
are important in predicting bankruptcy.

Our approach differs from previous GP applications in the characteristics of
the database we are using. Our database comprises data from Spanish companies
from different industrial sectors. The database has two drawbacks: firstly, it is
highly unbalanced (only 5-6% of the companies go bankrupt) and, secondly, some
data are missing. Although this complicates the classification, it is an accurate
reflection of the real world, where few companies go bankrupt in proportion and
it is difficult to obtain all the relevant data from companies.

For comparison we have also analyzed the data using a support vector machine
(SVM) classifier, and our results demonstrate that our proposed GP technique
gives improved performance over the SVM.

2 Financial Data

The work presented in the paper uses a database supplied by the Department
of Finance and Accounting of the Universidad de Granada, Spain.

The database consist of a 2859×31 matrix comprising data from 484 Spanish
companies from the year 1998 to the year 20031. Each row of the matrix holds
the data referent to a company during one year. The database includes not only
financial data such as solvency, profit margin or income yield capacity, but also
general information such as company size, age or number of partners. These
variables are the inputs to the classifier. The desired output of the classifier is
the variable that states if the company was bankrupt in 2003 or not.

In this work we have used the data from years 1999 and 2000 to predict
bankruptcy in the year 2003, that is 4 and 3 years in advance, respectively.

All variables can take values from different numerical ranges. Some of them
take real values, others take real positive values, others take integer values and,
finally there are four boolean variables that indicate if the company has been
audited, if there was any delay in presenting the accountancy, if the company
is linked to a group or if the company has been suffering losses. Therefore, as
the numerical range the variables can take varies a lot, all the data have been

1 The number of rows in the data matrix should be 2904, that is 484 × 6, but some
companies don’t have available data for all the years.
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normalized between 0 and 1 (in the case of the data being integer, boolean or
real positive) or between -1 and 1 otherwise.

One of the problems with this database is that some of the data are missing.
Specifically, around 16% of the companies in the database have one or more
data values missing. To handle this we have substituted the missing data for the
minimum value that variable can take. After the normalization the value will be
set to 0 or -1 depending whether the variable can take negative values or not.

2.1 Training and Testing Sets

In order to apply GP to the prediction problem the data sets have been divided
into two groups: the training and testing sets, which have been selected randomly.
Given that the data base is highly unbalanced (only 5-6% of the companies went
bankrupt), this ratio needs to be reflected in the choice of the training set.

The number of companies with available data varies slightly each year. In year
1999 there are data available from 467 companies (27 bankrupt vs. 440 healthy)
and in year 2000 there are data available from 479 companies (30 bankrupt vs.
449 healthy). We have kept constant the number of companies in the training
set, thus the number of companies in the testing set varies from year to year.

The division of the data into the training and testing sets has been done
as follows. The training set consist of 160 companies (10 bankrupt and 150
healthy). The test set for year 1999 consists of 307 companies (17 bankrupt
and 290 healthy) and the test set for year 2000 consists of 319 companies (20
bankrupt and 299 healthy).

3 Genetic Programming and Prediction

In this section we briefly describe the GP framework that we have used for
representing systems for bankruptcy prediction. Basically, the GP algorithm
must find a structure (a function) which can, once supplied with the relevant
data from the company, decide if this company is heading for bankruptcy or not.
In short, it is a 2-class classification problem for GP to solve. One of the classes
consists of the companies that will go bankrupt and the other consists of the
healthy ones. For further information on classification using GP see references
[8,12].

3.1 Function and Terminal Sets

Prior to creating a GP environment the designer must define which functions
(internal tree nodes) and terminals (leaf branches) are relevant for the problem
to solve. This choice defines the search space for the problem in question.

The terminal set consists of 30 company data. These data are presented to the
classifier as a vector and, in order to simplify the notation, they have been called
x0, x1...x29. The evolution process will decide which of these data are relevant
for the solution of the problem.
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Table 1. Function and terminal set

Nodes No. arguments Description

R 0 random constant

x0 . . . x29 0 company data

cos, log, exp 1 cosine, logarithm, exponential

+, −, ∗, / 2 arithmetic operators

IfLTE 4 if arg1 ≤ arg2 then arg3 else arg4

Table 1 shows the function and terminal sets used. Some of these functions,
such as the division, the exponential and the logarithm, have been implemented
with a protection mechanism to avoid incomputable results (e. g. division by zero
returns zero and the logarithm returns the logarithm of the absolute value of its
argument, or 0 if the argument is 0).

3.2 Classification

The classification works as follows. Let X = {x0, . . . , xN} be the vector compri-
sing the data of the company undergoing classification. Let f(X) be the function
defined by an individual GP tree structure. The value y returned by f(X) de-
pends on the input vector X .

y = f(x0, x1, . . . , xN) (1)

We can apply X as the input to the GP tree and calculate the output y. Once
the numerical value of y has been calculated, it will give us the classification
result according to:

y > 0, X ∈ B (2)

y ≤ 0, X ∈ B (3)

where B represents the class to which bankrupt companies belong and B repre-
sents the class to which healthy companies belong.

That is, if the evaluation of the GP tree results in a numerical value greater
than 0 the company is classified as heading for bankruptcy, while if the value is
less or equal to 0 the company is classified as healthy.

3.3 Fitness Evaluation

As mentioned previously, the database we are using is very unbalanced in the
sense that only 5-6% of the companies included will go bankrupt. This is some-
thing to take into account while designing the fitness function. Otherwise the
evolution may converge to structures that classify all companies as healthy
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(i.e. they do not classify at all) and still get a 95% hits rate. According to [10]
there are 3 ways to address this problem:

• Undersampling the over-sized class
• Oversampling the small class
• Modifying the cost associated to misclassifying the positive and the negative

class to compensate for the imbalanced ratio of the two classes. For example,
if the imbalance ratio is 1:10 in favour of the negative class, the penalty of
misclassifying a positive example should be 10 times greater.

We have used the cost-modifying approach, not only because it was the one
recommended by the authors of [10] but mainly because the oversampling and
undersampling approaches did not yield good results.

Therefore, the fitness function is:

Fitness =
n∑

i=1

ui (4)

where

u =

⎧
⎨

⎩

0 : incorrect classification
1 : bankrupt company classified correctly

nb=0
nb=1

: healthy company classified correctly
(5)

nb=0 is the number of bankrupt companies in the training set and nb=1 is the
number of healthy companies in the training set.

3.4 GP Algorithm

The GP implementation used is based on the JEO (Java Evolving Objects)
library [3] developed within the project DREAM (Distributed Resource Evolu-
tionary Algorithm Machine) [2]. The project’s aim was to develop a complete
distributed peer-to-peer environment for running evolutionary optimization ap-
plications over a set of heterogeneous distributed computers.

JEO is a software package in Java integrated in DREAM. In the context of GP,
JEO includes a tree-shaped genome structure and several operators, therefore
the user only needs to implement the methods that are problem dependent, i. e.
fitness evaluation and construction of the function and terminal sets.

As a method of bloat control we have included a new crossover operator,
bloat-control-crossover, that occurs with a probability of 0.45. This crossover
operator implements a bloat control approach described in [9] and inspired in
the “prune and plant” strategy used in agriculture. It is used mainly for fruit
trees and it consist of pruning some branches of trees and planting them in
order to grow new trees. The idea is that the worst tree in a population will be
substituted by branches “pruned” from one of the best trees and “planted” in
its place. This way the offspring trees will be of smaller size than the ancestors,
effectively reducing bloat.

Table 2 shows the main parameters used during evolution.
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Table 2. GP parameters

Initialization method Ramped half and half
Replacement operator Generational with elitism (0.2%)
Selection operator Tournament selection
Tournament group size 10
Cloning rate 0.05
Crossover operator Bias tree crossover
Internal node selection rate 0.9
Crossover rate 0.5
Crossover for “bloat” control rate 0.45
Tree maximum initial depth 7
Tree maximum depth 18
Population size 500
Number of runs 20
Termination criterion 50 generations

4 Results

The results obtained for each year are shown in the following tables. The first
row of the tables shows the best result obtained and the second row shows the av-
eraged results over 20 runs. Each table shows the results obtained in training, in
testing and overall (i.e. training+testing). The first column shows the percentage
of hits scored (i.e. the number of correct predictions), the second column presents
the percentage of true positives (TP) (i.e. the number of companies heading for
bankruptcy classified correctly) and the third column presents the percentage of
true negatives (TN) (i.e. the number of healthy companies classified as such).

In the problem of bankruptcy prediction the results are very linked to the
database in use so it is important to present results obtained with an alternative
classification method for comparison purposes.

This section includes an alternative set of results obtained using a support
vector machine (SVM). In order to generate these results we have used LIBSVM
[6], an integrated software for support vector classification. We have chosen this
particular software because it supports weighted SVM for unbalanced data. The
SVM has been run 20 times using the same random training and testing sets as
in the GP case.

4.1 Prediction of Bankruptcy in 2003 Using Data from Year 1999

Table 3 shows that the results obtained with GP in the training are very good.
However, the average results in the testing show an average percentage of true
positives smaller than 50%. This is due to GP converging to structures that
achieve a good global result but at the expense of a very low percentage of
true positives (i.e. the structure is classifying all companies as healthy). This
explains why the average percentage of hits is greater than the one obtained
by the best GP tree. Nevertheless, it can be seen that the best GP achieves
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Table 3. GP results using data from year 1999

Training Testing Overall

% hits % TP % TN % hits % TP % TN % hits % TP % TN
Best GP
results 88.12 90.00 88.00 74.92 76.47 74.83 79.44 81.48 79.32

Avg. GP
results 89.69 98.50 89.10 80.94 40.59 83.31 83.94 62.04 85.28

very satisfactory and balanced percentages of hits in the classification of both
bankrupt and healthy companies.

The best GP individual can be expressed as follows:

y = x29 cos(40.97 − x28 + exp(t2))t3 (6)

t1 = exp(x9x29)

t2 = cos(t7x29 + t6(x29 + x20 + 40.97 − x28 + t1))

t3 = t4 + x29(cos(2x23) + cos(x29(40.97 − x28) + t1) + 81.94 + t1 − x28 + t5

t4 = exp(exp(cos(cos(exp(x7) + x20)) cos(40.97 − x28 + x23 + x20)))

t5 = x20 cos(t1 + x20) + cos(40.97 − x28 + x26) + cos(x29(t6 + t7) + x15)

t6 = cos(exp(expx7) + x20)

t7 = cos(exp(expx7) + x23)

When compared with the results obtained with SVM (see table 4), it can be
seen that the GP results are superior.

Table 4. SVM results using data from year 1999

Training Testing Overall

% hits % TP % TN % hits % TP % TN % hits % TP % TN
Best SVM
results 64.37 90.00 62.67 71.01 94.12 69.66 68.74 92.59 62.27

Avg. SVM
results 70.44 96.50 68.70 67.95 88.53 66.74 68.80 91.48 67.41

The percentage of TP is slightly better for the SVM, but the overall perfor-
mance of the GP is better (79.44% versus 68.74% of hits) and more balanced.
To further check if the difference in results between GP and SVM is real we have
performed a Mann-Whitney U test to the testing results. The test has concluded
that the results are statistically different.
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Table 5. GP results using data from year 2000

Training Testing Overall

% hits % TP % TN % hits % TP % TN % hits % TP % TN
Best GP
results 77.50 100.00 76.00 73.04 80.00 72.57 74.53 86.67 73.72

Avg. GP
results 89.81 99.50 89.17 79.94 43.75 82.36 83.24 62.33 84.63

4.2 Prediction of Bankruptcy in 2003 Using Data from Year 2000

The results obtained with GP using data from year 2000 are shown in table 5.
The average results show that, due to the unbalanced data, there are some GP
structures that do not achieve good percentages of true positives. The percent-
ages of hits obtained with the best GP result are very satisfactory.

The best GP individual consists of 12 nested conditional clauses:

y = if x28 ≤ x11 then (f0 − f1)/x2
29 else f2 (7)

f0 = if x26 ≤ (f4 − f3) then x29 else x17

f1 = if x19 ≤ x4 then x26 else f7

f2 = if f8 ≤ (x19 − x12 − x3) then x29 else x17

f3 = if x19 ≤ x4 then x26 else f5

f4 = if x26 ≤ (f6 − f3) then x29 else x17

f5 = if x12 ≤ x10 then x28 else x5

f6 = if x26 ≤ −4x12 then x29 else x17

f7 = if x12 ≤ x27 then x28 else x5

f8 = if x17 ≤ x11 then f5/x2
29 else f9

f9 = if f5 ≤ f10 then x29 else x17

f10 = if x26 ≤ (x18 − x3 − 3x12) then x29 else x17

Again the overall performance of the GP is better (74.53% versus 69.10%
of hits) and more balanced (see table 6). The Mann-Whitney U test has also
confirm that the results obtained with GP and SVM are statistically different.

Table 6. SVM results using data from year 2000

Training Testing Overall

% hits % TP % TN % hits % TP % TN % hits % TP % TN
Best SVM
results 69.37 90.00 68.00 68.97 95.00 67.22 69.10 93.33 67.48

Avg. SVM
results 69.28 98.50 67.33 67.29 87.25 65.95 67.95 91.00 66.41
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5 Conclusions

The main problems we had to handle in this work was the imbalance between
the number of companies heading for bankruptcy (around 5-6%) and the num-
ber of healthy companies, and the amount of missing data (around 16% of the
companies have one or more missing data) in the database we have used for the
analysis.

The approaches we have used to solve them have been the normalization of
the data and the use of a fitness function that suited the unbalance problem.

The results obtained are very satisfactory. The best GP structure has achieved
a percentage of hits of around 75% in the testing set. When compared with the
numerical results obtained with SVM they are clearly better. In addition GP
provides us with a nonlinear function in a tree shape, which is easier to analyze
and draw conclusions from than the SVM black box structure.

In the future we plan to combine data from several years to carry out the
prediction. This raises the problem of how to handle the data. We plan to use
serial processing of data. Instead of presenting the data to the system as a
vector (i.e. simultaneously) we will adopt an alternative approach in which the
data from various years is presented to the classifier in series.
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