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Abstract. This paper proposes SV-kNNC, a new algorithm for k-Nearest 
Neighbor (kNN). This algorithm consists of three steps.  First, Support Vector 
Machines (SVMs) are applied to select some important training data. Then,  
k-mean clustering is used to assign the weight to each training instance. Finally, 
unseen examples are classified by kNN. Fourteen datasets from the UCI reposi-
tory were used to evaluate the performance of this algorithm.  SV-kNNC is 
compared with conventional kNN and kNN with two instance reduction tech-
niques: CNN and ENN. The results show that our algorithm provides the best 
performance, both predictive accuracy and classification time. 

1   Introduction 

In supervised learning, kNN is one of the most popular choices due to its simplicity 
[1].  The advantages of kNN include the ability to model complex target functions by 
a collection of less complex local approximation.  Moreover, information presented in 
the training examples is never lost [2].   

However, the main practical difficulties of kNN are the amounts and characteristics 
of training data.  kNN methods are based on a distance function for all pairs of a new 
query instance and training data.  If there are a lot of training data, kNN will take a lot 
of time in the classification process.  In addition, the training data have strong influ-
ence on the target output.  Noisy data may also reduce the performance of kNN.  
Hence, if unimportant data and noisy data are eliminated, both classification time and 
error should be reduced.  

This paper proposes SV-kNNC that applies SVM [3] and k-mean clustering [4] to 
improve the efficiency of kNN.  In this approach, SVM are used to reduce the training 
data of kNN for improving the classification time.  Moreover, the accuracy of kNN can 
also be improved by using k-means clustering to assign weight for each training data.  

2   SV-kNNC 

In this section, we propose SV-kNNC that consists of three processes: instance selec-
tion process, weight assigning process, and classification process.  The model of SV-
kNNC is illustrated in Fig. 1.  
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Fig. 1. SV-kNNC Model 

2.1   Instance Selection 

A main difficulty of kNN is the classification time that increases with the number of 
training data.  If unimportant training data are discarded, the classification time can be 
reduced.  Conventional data reduction methods such as CNN [5], IB3, DROP [6, 7], 
and ENN [8] gradually add or remove training data.  Since these methods do not con-
sider all training data at the same time, they may not yield the actual optimal training 
set.   

We notice that the support vector machine uses only support vectors (SVs),         
examples that are closest to the hyperplane, to classify unseen data. Therefore, the 
obtained SVs are representative training data that should be sufficient to represent all 
training data.   

For instance selection process, entire training data are fed into SVM and a set of 
SVs is produced as the output of SVM training.  These SVs are then stored in  
memory.  This process also can eliminate redundant instances of each class in the 
feature space.   

2.2   Weight Assigning 

While SVs are good representative data for each class in the feature space, some SVs 
may not be suitable as training data for kNN.  This is because the distance between 
instances is changed when these SVs are retransformed to the input space.  The class 
label of an instance may differ from its surrounding nearest neighbor instances.  
These instances may be the cause of misclassification.   

To avoid this problem, re-checking the contribution of SVs to the classification in the 
input space before using them to classify a query instance is considered. Weight is then 
assigned to determine the contribution of each SV. The instance which has a higher 
weight is more credible, and thus it will have more impact on kNN classification. 

There are 2 steps in weight assigning process.  First, the k-means algorithm is used 
to partition all SVs into pre-defined k clusters.   If there are more than one class label 
appearing in one cluster, the instances with the majority class will be more credible 
than the instances with the minority classes.  After data are clustered, the class labels 
of all SVs are considered.  In this step, each instance in a cluster is assigned weight  
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according to the proportion of the instance class labels in that cluster.  This weight of 
sample ix , denoted as iw , is shown in equation (1). 

Total

xclassn
w i

i
))((

=  (1) 

where i =1,…, m , for m  is the number of all SVs.  ))(( ixclassn  is the number of sam-

ples in the cluster that have the same class with the sample ix .  Total  is the  

number of total samples in the cluster. 

2.3   Classification 

In classification process, unseen instances are classified by the kNN algorithm.  Only 
weighted SVs, which are calculated in the previous process, are used as training data 
of kNN.  When a new query instance is entered, kNN finds a set of k nearest instances 
from a set of SVs.  Weights of SVs with the same class label are summed up, and the 
class label with the maximum weight is produced as the class label of the query  
instance. 

3   Experiments and Results 

In order to verify the performance of our approach, fourteen datasets from the UCI 
repository [9] are tested using 5-folds cross validation.  Each dataset contains two 
classes.  When SVM, CNN, and ENN were run, the training data were selected differ-
ently by these algorithms.  Percentages of reduced data are showed in Table 1. We 
found that SV-kNNC has the highest ability on data reduction.  It reduced data more 
than CNN and ENN on 6 datasets. Moreover, SV-kNNC reduced training examples 
up to 71.67% on the BreastCancer dataset.   

Table 1. Percentage of reduced data 

 

In Table 2, the accuracies of SV-kNNC are compared with the conventional kNN 
and kNN with two instance reduction techniques: CNN and ENN.  These results show 
that the accuracies of SV-kNNC are statistically significantly higher than the  
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conventional kNN with significance level better than 0.05 on all datasets except for 
datasets Spiral and ThreeOfNine.  The SV-kNNC also provides the best accuracies on 
all datasets when compared with the other data reduction techniques, i.e. CNN and 
ENN. 

Table 2. Comparison of accuracies on various algorithms 

 
Statistical significance for the difference from kNN at level: * 0.05, ** 0.025, *** 0.01 

From the experimental results, we found that SV-kNNC enhances the performance 
of kNN, both classification time and predictive accuracy.  Furthermore, the data re-
duction ability of SV-kNNC is better than CNN and ENN.  This is because CNN and 
ENN keep or remove an instance depending on its nearest instances.  Besides, both 
CNN and ENN are especially sensitive to noise, and noisy instances may be retained.  
Hence, there are some instances that are still misclassified by CNN and ENN.  On the 
other hand, SVM selects a set of good representative examples of each class by in-
specting whole instances at the same time.  Thus, some noisy and redundant data may 
be removed.   

4   Conclusions  

This paper proposes an approach for data reduction to enhance performance of kNN, 
called SV-kNNC.  This algorithm is divided into three steps.  First, SVs from SVM 
learning process are used to be the training examples.  Then, these SVs are assigned 
weights by the ratio of each class label on a cluster from k-mean clustering.  Finally, 
SVs with weights are used to classify the query instances by kNN classification process. 

The experimental results showed that SV-kNNC has the ability to reduce data 
(more than 70% in some dataset).  Thus, the classification time of SV-kNNC is less 
than kNN. In addition, the accuracy of SV-kNNC is better than the conventional 
kNN, and kNN with two instance reduction techniques (CNN and ENN) on the UCI 
benchmarks.   

SV-kNNC achieves the best performance because training data are analyzed twice 
before classification process.  First, SVM eliminates redundant data and selects the 
instances that are nearest to a decision surface in the feature space.  Then, these SVs 
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are re-checked and are assigned weights. Therefore, the obtained training data are 
more effective than the conventional techniques.    
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