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Abstract. This paper presents a subgroup discovery algorithm
APRIORI-SD, developed by adapting association rule learning to sub-
group discovery. This was achieved by building a classification rule
learner APRIORI-C, enhanced with a novel post-processing mechanism,
a new quality measure for induced rules (weighted relative accuracy) and
using probabilistic classification of instances. Results of APRIORI-SD
are similar to the subgroup discovery algorithm CN2-SD while experi-
mental comparisons with CN2, RIPPER and APRIORI-C demonstrate
that the subgroup discovery algorithm APRIORI-SD produces substan-
tially smaller rule sets, where individual rules have higher coverage and
significance.

1 Introduction

Classical rule learning algorithms are designed to construct classification and
prediction rules [12,3,4,7]. In addition to this area of machine learning, referred
to as supervised learning or predictive induction, developments in descriptive
induction have recently gained much attention, in particular association rule
learning [1] (e.g., the APRIORI association rule learning algorithm), subgroup
discovery (e.g., the MIDOS subgroup discovery algorithm [18,5]), and other
approaches to non-classificatory induction.

As in the MIDOS approach, a subgroup discovery task can be defined as
follows: given a population of individuals and a property of those individuals
we are interested in, find population subgroups that are statistically ‘most in-
teresting’, e.g., are as large as possible and have the most unusual statistical
(distributional) characteristics with respect to the property of interest [18,5].

Some of the questions on how to adapt classical classification rule learning
approaches to subgroup discovery have already been addressed in [10] and a
well-known rule learning algorithm CN2 was adapted to subgroup discovery. In
this paper we take a rule learner APRIORI-C instead of CN2 and adapt it to
subgroup discovery, following the guidelines from [10].

We have implemented the new subgroup discovery algorithm APRIORI-SD
in C++ by modifying the APRIORI-C algorithm. The proposed approach per-
forms subgroup discovery through the following modifications of the rule learning
algorithm APRIORI-C: (a) using a weighting scheme in rule post-processing, (b)
using weighted relative accuracy as a new measure of the quality of the rules in
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the post-processing step when the best rules are selected, (c) probabilistic classi-
fication based on the class distribution of covered examples by individual rules,
and (d) area under the ROC curve rule set evaluation. The latter evaluation
criterion was used in addition to the standard evaluation criteria: rule coverage,
rule significance, rule set size and rule set accuracy.

This paper presents the APRIORI-SD subgroup discovery algorithm, to-
gether with its experimental evaluation in selected domains of the UCI Reposi-
tory of Machine Learning Databases [13]. Results of APRIORI-SD are similar to
the subgroup discovery algorithm CN2-SD while experimental comparisons with
CN2, RIPPER and APRIORI-C demonstrate that the subgroup discovery algo-
rithm APRIORI-SD produces substantially smaller rule sets, where individual
rules have higher coverage and significance. These three factors are important
for subgroup discovery: smaller size enables better understanding, higher cover-
age means larger subgroups, and higher significance means that rules describe
subgroups whose class distribution is significantly different from the entire pop-
ulation by no loss in terms of the area under the ROC curve and accuracy.

This paper is organized as follows. In Section 2 the background for this
work is explained: the APRIORI-C rule induction algorithm, including the post-
processing step of selecting the best rules. Section 3 presents the modified
APRIORI-C algorithm, called APRIORI-SD, adapting APRIORI-C for sub-
group discovery together with the weighted relative accuracy measure, prob-
abilistic classification and rule evaluation in the ROC space. Section 4 presents
the experimental evaluation on selected UCI domains. Section 5 concludes by
summarizing the results and presenting plans for further work. While in Sec-
tion 4 we present the summary results of the experiments, the complete results
on all the UCI data sets are presented in the Appendix.

2 Background: The APRIORI-C Algorithm

The idea of using association rules for classification is not new [11]. The main
advantage of APRIORI-C over its predecessors is lower memory consumption,
decreased time complexity and improved understandability of results. The reader
can find a detailed description of the APRIORI-C algorithm in [7]. We describe
here just the parts of the APRIORI-C that are essential for the reader to un-
derstand the derived APRIORI-SD algorithm.

The APRIORI-C algorithm is derived from the well known association rule
learning algorithm APRIORI [1,2] which was extensively studied, adopted to
other areas of machine learning and data mining, and successfully applied in
many problem domains.

An association rule has the following form:

X → Y, (1)

where X, Y ⊂ I, X and Y are itemsets, and I is the set of all items.
The quality of each association rule is defined by its confidence and support.

Confidence of a rule is an estimate of the conditional probability of Y given X:
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p(Y |X). Support of a rule is an estimate of the probability of itemset X ∪ Y :
p(XY ). Confidence and support are computed as follows:

Confidence =
n(XY )
n(X)

=
p(XY )
p(X)

= p(Y |X), Support =
n(XY )

N
= p(XY ) (2)

where n(X) is the number of transactions that are supersets of itemset X and
N is the number of all the transactions.

The association rule learning algorithm APRIORI is then adopted for clas-
sification purposes (APRIORI-C) by implementing the following steps: (1) Dis-
cretize continuous attributes. (2) Binarize all (discrete) attributes. (3) Run the
APRIORI algorithm by taking in consideration only rules whose right-hand side
consists of a single item, representing the value of the class attribute (while
running APRIORI). (4) Post-process this set of rules, selecting the best among
them and use this rules to classify unclassified examples.

These steps of the APRIORI-C algorithm, as well as the approaches to feature
subset selection, are described in detail in [7]. Here we describe just the last step,
the post-processing of rules and classification of unclassified examples, which are
the ones we changed to obtain APRIORI-SD.

Post-processing by rule subset selection. The APRIORI-C algorithm in-
duces rules according to the parameters minimal confidence and minimal support
of a rule [7]. The setting of these two parameters is often such that the algo-
rithm induces a large number of rules, which hinders the understandability and
usability of induced rules. Moreover, there are the problems of rule redundancy,
incapability of classifying examples and poor accuracy in domains with unbal-
anced class distribution. A way to avoid these problems is to select just some
best rules among all the induced rules. APRIORI-C has three ways of selecting
such best rules:

Use N best rules: The algorithm first selects the best rule (rule having the
highest support), then eliminates all the covered examples, sorts the remaining
rules according to support and repeats the procedure. This procedure is repeated
until N rules are selected or there are no more rules to select or there are no
more examples to cover. The algorithm then stops and returns the classifier in
the form of an IF-THEN-ELSE rule list.

Use N best rules for each class: The algorithm behaves in a similar way
as the ‘use N best rules’ case, selecting N best rules for each class (if so many
rules exist for each class). This way the rules for the minority class will also find
their way into the classifier.

Use a weighting scheme to select the best rules: The algorithm again
behaves in a similar way as ‘use N best rules’. The difference is that covered
examples are not eliminated immediately, but instead their weight is decreased.
They are then eliminated when the weight falls below a certain threshold (e.g.,
when an example has been covered more than K times). The details of the weight-
ing scheme together with the threshold used are given in Section 3, describing
APRIORI-SD.
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3 APRIORI-SD

The main modifications of the APRIORI-C algorithm, making it appropriate for
subgroup discovery, involve the implementation of a new weighting scheme in
post-processing, a different rule quality function (the weighted relative accuracy),
the probabilistic classification of unclassified examples and the area under the
ROC curve rule set evaluation.

3.1 Post-processing Procedure

The post-processing procedure is performed as follows:

repeat
- sort rules from best to worst in terms of

the weighted relative accuracy quality measure (see Section 3.3)
- decrease the weights of covered examples (see Section 3.2)
until

all the examples have been covered or
there are no more rules

3.2 The Weighting Scheme Used in Best Rule Selection

In the ‘use a weighting scheme to select best rules’ post-processing method of
APRIORI-C described in Section 2, the examples covered by the ‘currently’ best
rule are not eliminated but instead re-weighted. This approach is more suitable
for the subgroup discovery process which is, in general, aimed at discovering in-
teresting properties of subgroups of the entire population. The weighting scheme
allows this.

The weighting scheme treats examples in such a way that covered positive
examples are not deleted when the currently ‘best’ rule is selected in the post-
processing step of the algorithm. Instead, each time a rule is selected, the algo-
rithm stores with each example a count that shows how many times (with how
many rules selected so far) the example has been covered so far. Initial weights
of all positive examples ej equal 1, w(ej , 0) = 1, which denotes that the example
has not been covered by any rule, meaning ‘among the available rules select a
rule which covers this example, as this example has not been covered by other
rules’, while lower weights mean ‘do not try too hard on this example’.

Weights of positive examples covered by the selected rule decrease according
to the formula w(ej , i) = 1

i+1 . In the first iteration all target class examples
contribute the same weight w(ej , 0) = 1, while in the following iterations the
contributions of examples are inverse proportional to their coverage by previously
selected rules. In this way the examples already covered by one or more selected
rules decrease their weights while rules covering many yet uncovered target class
examples whose weights have not been decreased will have a greater chance to
be covered in the following iterations.
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3.3 The Weighted Relative Accuracy Measure

Weighted relative accuracy is used in subgroup discovery to evaluate the quality
of induced rules. We use it instead of support when selecting the ‘best’ rules in
the post-processing step.

We use the following notation. Let n(X) stand for the number of instances
covered by a rule X → Y , n(Y ) stand for the number of examples of class Y ,
and n(Y X) stand for the number of correctly classified examples (true positives).
We use p(Y X) etc. for the corresponding probabilities. Rule accuracy, or rule
confidence in the terminology of association rule learning, is defined as Acc(X →
Y ) = p(Y |X) = p(Y X)

p(X) . Weighted relative accuracy [9,16] is defined as follows.

WRAcc(X → Y ) = p(X).(p(Y |X) − p(Y )). (3)

Weighted relative accuracy consists of two components: generality p(X), and
relative accuracy p(Y |X) − p(Y ). The second term, relative accuracy, is the
accuracy gain relative to the fixed rule true → Y . The latter rule predicts all
instances to satisfy Y ; a rule is only interesting if it improves upon this ‘default’
accuracy. Another way of viewing relative accuracy is that it measures the utility
of connecting rule body X with a given rule head Y . However, it is easy to obtain
high relative accuracy with highly specific rules, i.e., rules with low generality
p(X). To this end, generality is used as a ‘weight’, so that weighted relative
accuracy trades off generality of the rule (p(X), i.e., rule coverage) and relative
accuracy (p(Y |X)−p(Y )). All the probabilities in Equation 3 are estimated with
relative frequencies e.g., p(X) = n(X)

N , where N is the number of all instances.

Modified WRAcc function with Example Weights. WRAcc - the rule
quality function used in APRIORI-SD was further modified to enable handling
example weights, which provide the means to consider different parts of the
instance space with each application of a selected rule (as described in Section
3.2).

The modified WRAcc measure is defined as follows:

WRAcc(X → Y ) =
n′(X)

N ′ (
n′(Y X)
n′(X)

− n′(Y )
N ′ ). (4)

where N ′ is the sum of the weights of all examples, n′(X) is the sum of the
weights of all covered examples, and n′(Y X) is the sum of the weights of all
correctly covered examples.

3.4 Probabilistic Classification

In general the induced rules can be treated as ordered or unordered. Ordered
rules are interpreted as an IF-THEN-ELSE decision list [15] in a straight-forward
manner: when classifying a new example, the rules are sequentially tried and the
first rule that covers the example is used for prediction. This interpretation of
rules is also used by APRIORI-C, when classifying unclassified examples.

In the case of unordered rule sets, the distribution of covered training exam-
ples among classes is attached to each rule. Rules of the form:
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X → Y [ClassDistribution]

are induced, where numbers in the ClassDistribution list denote, for each indi-
vidual class, the percentage of training examples of this class covered by the rule.
When classifying a new example, all rules are tried and those covering the exam-
ple are collected. If a clash occurs (several rules with different class predictions
cover the example), a voting mechanism is used to obtain the final prediction:
the class distributions attached to the rules are considered to determine the
most probable class. If no rule fires, a default rule is invoked which predicts
the majority class of uncovered training instances. This type of interpretation of
induced rules for classification, also called probabilistic classification, is used by
the APRIORI-SD algorithm.

3.5 Area under ROC Curve Evaluation

A point on the ROC curve (ROC: Receiver Operating Characteristic) [14] shows
classifier performance in terms of false alarm or false positive rate FPr =

FP
TN+FP = FP

Neg (plotted on the X-axis; ‘Neg’ standing for the number of all
negative examples) that needs to be minimized, and sensitivity or true positive
rate TPr = TP

TP+FN = FP
Pos (plotted on the Y -axis; ‘Pos’ standing for the num-

ber of all positive examples) that needs to be maximized. The confusion matrix
shown in Table 1 defines the notions of TP (true positives), FP (false positives),
TN (true negatives) and FN (false negatives).

Table 1. Confusion matrix.

predicted predicted
positive negative

actual positive TP FN
actual negative FP TN

Applying the notation used to define confidence and support (see Equation
2) FPr and TPr can be expressed as: FPr = n(XY )

Neg , TPr = n(XY )
Pos . In the

ROC space, an appropriate tradeoff, determined by the expert, can be achieved
by applying different algorithms, as well as by different parameter settings of
a selected data mining algorithm or by taking into the account different mis-
classification costs. The ROC space is appropriate for measuring the success of
subgroup discovery, since subgroups whose TPr/FPr tradeoff is close to the
diagonal can be discarded as insignificant. The reason is that the rules with
TPr/FPr on the diagonal have the same distribution of covered positives and
negatives as the distribution in the entire data set.

The area under the ROC curve (AUC) can be used as a quality measure for
comparing the success of different learners. AUC can be computed by employing
combined probabilistic classifications of all subgroups (rules) [10], as indicated
below. If we always choose the most likely predicted class, this corresponds to
setting a fixed threshold 0.5 on the positive probability: if the positive prob-
ability is larger than this threshold we predict positive, else negative. A ROC
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curve can be constructed by varying this threshold from 1 (all predictions neg-
ative, corresponding to (0,0) in the ROC space) to 0 (all predictions positive,
corresponding to (1,1) in the ROC space). This results in n + 1 points in the
ROC space, where n is the total number of classified examples. Equivalently, we
can order all the testing examples by decreasing predicted probability of being
positive, and tracing the ROC curve by starting in (0,0), stepping up when the
tested example is actually positive and stepping to the right when it is negative,
until we reach (1,1); in the case of ties, we make the appropriate number of
steps up and to the right at once, drawing a diagonal line segment. The area
under this ROC curve indicates the combined quality of all subgroups (i.e., the
quality of the entire rules set). This method can be used with a test set or in
cross-validation. A detailed description of this method can be found in [6].

This method of computing the AUC was used in the experimental evaluation
in Section 4.

4 Experimental Evaluation

For subgroup discovery, expert’s evaluation of results is of ultimate interest.
Nevertheless, before applying the proposed approach to a particular problem of
interest, we wanted to verify our claims that the mechanisms implemented in
the APRIORI-SD algorithm are indeed appropriate for subgroup discovery.

We experimentally evaluated our approach on 23 data sets from the UCI
Repository of Machine Learning Databases [13]. In Table 2, the selected data
sets are summarized in terms of the number of attributes, number of classes,
number of examples, and the percentage of examples of the majority class. All
continuous attributes were discretized with a discretization method described in
[8] using the WEKA tool [17].

The comparison of APRIORI-SD with APRIORI-C, and RIPPER was per-
formed in terms of coverage of rules, size of the rule sets, significance of rules, area
under the ROC curve and predictive accuracy (despite the fact that optimizing
predictive accuracy is not the intended goal of subgroup discovery algorithms).
The area under the ROC curve evaluation was computed only on two-class prob-
lems (first 16 data sets in Table 2). The method we used for evaluation was
10-fold stratified cross validation. The parameters used to run the algorithms
APRIORI-SD and APRIORI-C were: minimal confidence 0.8, minimal support
0.03 and ‘use a weighting scheme to select best rules’ as the post-processing
scheme. We used the version of RIPPER implemented in WEKA [17] with de-
fault parameters.

Furthermore we present also the results showing the comparison of
APRIORI-SD with the algorithms CN2 and CN2-SD. Note that these results
were obtained from the original (non-discretized) UCI data sets and are in-
cluded to enable an additional comparison with a standard classification rule
learner (CN2) and a state-of-the-art subgroup discovery algorithm (CN2-SD).

Table 3 presents summary results of the comparisons on UCI data sets, while
details can be found in Tables 4, 5, 6 and 7 in the Appendix. For each perfor-
mance measure, the summary table shows the average value over all the data
sets, the significance of the results compared to APRIORI-SD (p-value), and the



APRIORI-SD: Adapting Association Rule Learning 237

Table 2. Data set characteristics.

Data set #Attr. #Class. #Ex. Maj. Class (%)

1 australian 14 2 690 56
2 breast-w 9 2 699 66
3 bridges-td 7 2 102 85
4 chess 36 2 3196 52
5 diabetes 8 2 768 65
6 echo 6 2 131 67
7 german 20 2 1000 70
8 heart 13 2 270 56
9 hepatitis 19 2 155 79
10 hypothyroid 25 2 3163 95
11 ionosphere 34 2 351 64
12 iris 4 3 150 33
13 mutagen 59 2 188 66
14 mutagen-f 57 2 188 66
15 tic-tac-toe 9 2 958 65
16 vote 16 2 435 61
17 balance 4 3 625 46
18 car 6 4 1728 70
19 glass 9 6 214 36
20 image 19 7 2310 14
21 soya 35 19 683 13
22 waveform 21 3 5000 34
23 wine 13 3 178 40

Table 3. Summary of the experimental results comparing APRIORI-SD with different
algorithms using 10-fold stratified cross-validation.

Performance DataAPRIORI-SD APRIORI-C RIPPER CN2 CN2-SD
Measure Sets
Coverage 23 0.53 ± 0.26 0.36 ± 0.19 0.19 ± 0.19 0.13 ± 0.14 0.46 ± 0.25
• sig. (p value) 0.000 0.000 0.000 0.012
• loss/win/draw 22/1/0 22/1/0 22/1/0 19/4/0
Size 23 3.6 ± 1.96 5.6 ± 2.84 16.1 ± 27.47 18.2 ± 21.77 6.4 ± 4.58
• sig. (p value) 0.000 0.035 0.003 0.000
• loss/win/draw 21/2/0 20/3/0 22/1/0 17/4/2
Likelihood ratio 23 12.37 ± 7.26 2.60 ± 0.55 2.36 ± 0.55 2.11 ± 0.46 18.47 ± 9.00
• sig. (p value) 0.000 0.000 0.000 0.000
• loss/win/draw 22/1/0 22/1/0 22/1/0 8/15/0
AUC 16 82.80 ± 8.70 80.92 ± 9.95 80.11 ± 10.23 82.16 ± 16.81 86.33 ± 8.60
• sig. (p value) 0.190 0.027 0.871 0.011
• loss/win/draw 10/6/0 12/4/0 5/11/0 3/13/0
Accuracy 23 79.98 ± 16.67 81.02 ± 16.50 83.46 ± 10.24 81.61 ± 11.66 79.36 ± 16.24
• sig. (p value) 0.039 0.282 0.489 0.414
• loss/win/draw 10/13/0 13/10/0 15/8/0 12/11/0

LOSS/WIN/DRAW in terms of the number of domains in which the results are
worse/better/equal compared to APRIORI-SD. The analysis shows the follow-
ing:

– In terms of the average coverage per rule APRIORI-SD produces rules with
significantly higher coverage (higher the coverage better the rule) than both
APRIORI-C and RIPPER. Moreover it produces rules with significantly
higher coverage than both CN2 and CN2-SD.

– APRIORI-SD induces rule sets that are significantly smaller than those in-
duced by APRIORI-C and RIPPER (smaller rule sets are better). It induces
also significantly smaller rule sets than both CN2 and CN2-SD.
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– APRIORI-SD induces significantly better rules in terms of significance (rules
with higher significance are better) - computed by the average likelihood ra-
tio - than APRIORI-C, RIPPER and CN2, while being significantly worse
than CN2-SD. Note: APRIORI-SD, CN2 and CN2-SD rules are already sig-
nificant at the 99% level.

– As the comparisons in terms of the area under the ROC curve (AUC) are
restricted to binary class data sets, only the 16 binary data sets were used
in this comparison. Notice that while being better than APRIORI-C and
RIPPER, APRIORI-SD is comparable to CN2, but worse than CN2-SD.

Despite the fact that subgroup discovery is not intended at maximizing accuracy,
it is worthwhile noticing that in terms of predictive accuracy APRIORI-SD is just
insignificantly worse than the other three rule learners (APRIORI-C, RIPPER
and CN2) and insignificantly better than CN2-SD.

5 Conclusions

Following the ideas presented in [10] we have adapted the APRIORI-C algo-
rithm to subgroup discovery (APRIORI-SD). Experimental results on 23 UCI
data sets demonstrate that APRIORI-SD produces smaller rule sets, where indi-
vidual rules have higher coverage and significance compared to other rule learn-
ers (APRIORI-C, RIPPER and CN2). These three factors are important for
subgroup discovery: smaller size enables better understanding, higher coverage
means larger support, and higher significance means that rules describe discov-
ered subgroups that are significantly different from the entire population.

When comparing APRIORI-SD to another subgroup discovery algorithm
(CN2-SD) it turns out that APRIORI-SD still produces smaller rule sets, where
individual rules have higher coverage, but they are less significant than the CN2-
SD rules. Note that these results need further analysis as CN2-SD rules were in-
duced from non-discretized data while APRIORI-SD used discretized data sets.

We have evaluated the results of APRIORI-SD also in terms of classifica-
tion accuracy and AUC and shown a small increase in terms of the area under
the ROC curve compared to APRIORI-C and RIPPER. A decrease in AUC
compared to (CN2 and) CN2-SD could again be attributed to the use of non-
discretized attributes in CN2(-SD).

In further work we plan to study the theoretical properties of the weighted
covering approach. Our plans are also to compare our algorithm with the sub-
group discovery algorithm MIDOS. Finally, we plan to use the APRIORI-SD
subgroup discovery algorithm for solving practical problems, in which expert
evaluations of induced subgroup descriptions is of ultimate interest.
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learning system AQ15 and its testing application on three medical domains. In
Proc. 5th National Conference on Artificial Intelligence, Morgan Kaufmann, 1986.
pp. 1041–1045.

13. P.M. Murphy and D.W. Aha. UCI repository of machine learning databases
[http://www.ics.uci.edu/˜mlearn/MLRepository.html]. Irvine, CA: University of
California, Department of Information and Computer Science, 1994.

14. F. Provost and T. Fawcett. Robust classification for imprecise environments. Ma-
chine Learning, 42(3): 203–231, 2001.

15. R.L. Rivest. Learning decision lists. Machine Learning, 2(3): 229–246, 1987.
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Appendix

Table 4. Average size (S), coverage (CVG) and likelihood ratio (LHR) of rules with
standard deviations using 10-fold stratified cross-validation - algorithms: APRIORI-
SD, APRIORI-C and RIPPER.

APRIORI-SD APRIORI-C RIPPER
# S ± sd CVG ± sd LHR ± sd S ± sd CVG ± sd LHR ± sd S ± sd CVG ± sd LHR ± sd
1 3.5 ± 0.15 0.55 ± 0.06 8.40 ± 0.04 2.6 ± 0.51 0.43 ± 0.04 2.29 ± 0.03 11.6 ± 1.01 0.09 ± 0.01 2.77 ± 0.18
2 4.2 ± 0.43 0.30 ± 0.03 14.24 ± 0.02 8.0 ± 0.26 0.19 ± 0.02 3.08 ± 0.14 10.7 ± 0.12 0.10 ± 0.01 1.51 ± 0.55
3 2.4 ± 0.51 0.54 ± 0.05 8.16 ± 0.02 2.7 ± 0.04 0.60 ± 0.06 2.77 ± 0.05 1.4 ± 0.15 0.80 ± 0.08 3.30 ± 0.12
4 1.4 ± 0.20 0.53 ± 0.05 9.78 ± 0.15 3.2 ± 0.38 0.50 ± 0.05 2.87 ± 0.06 17.5 ± 0.83 0.05 ± 0.00 1.81 ± 0.05
5 4.4 ± 0.30 0.30 ± 0.03 16.40 ± 0.06 3.9 ± 0.35 0.28 ± 0.03 2.52 ± 0.07 10.2 ± 0.32 0.09 ± 0.01 2.31 ± 0.19
6 1.0 ± 0.00 1.00 ± 0.10 10.35 ± 0.03 3.5 ± 0.00 0.71 ± 0.07 2.37 ± 0.04 2.9 ± 0.12 0.39 ± 0.04 1.80 ± 0.75
7 6.2 ± 0.05 0.30 ± 0.03 10.98 ± 0.05 9.7 ± 0.83 0.11 ± 0.01 2.53 ± 0.02 11.5 ± 1.13 0.07 ± 0.01 2.57 ± 0.02
8 1.4 ± 0.14 0.67 ± 0.07 5.22 ± 0.06 4.4 ± 0.10 0.28 ± 0.03 2.69 ± 0.03 5.2 ± 0.04 0.16 ± 0.02 1.91 ± 0.08
9 2.8 ± 0.72 0.85 ± 0.08 10.53 ± 0.12 4.4 ± 0.28 0.52 ± 0.05 2.75 ± 0.06 2.5 ± 0.69 0.40 ± 0.04 2.76 ± 0.60
10 1.4 ± 0.71 0.52 ± 0.05 4.15 ± 0.04 3.0 ± 0.08 0.50 ± 0.05 1.83 ± 0.08 9.3 ± 0.14 0.10 ± 0.01 2.31 ± 0.65
11 3.5 ± 0.63 0.24 ± 0.02 1.86 ± 0.02 5.8 ± 0.13 0.22 ± 0.02 2.09 ± 0.03 6.6 ± 0.02 0.16 ± 0.02 1.81 ± 0.04
12 2.1 ± 0.49 0.84 ± 0.08 7.45 ± 0.03 2.5 ± 0.61 0.52 ± 0.05 2.86 ± 0.06 1.8 ± 0.75 0.52 ± 0.05 2.41 ± 0.04
13 2.8 ± 0.14 0.91 ± 0.09 15.25 ± 0.05 4.1 ± 0.07 0.48 ± 0.05 2.25 ± 0.18 3.3 ± 0.16 0.28 ± 0.03 2.48 ± 0.64
14 2.3 ± 0.27 0.88 ± 0.09 15.26 ± 0.03 4.0 ± 0.23 0.47 ± 0.05 3.43 ± 0.02 2.4 ± 0.05 0.23 ± 0.02 2.12 ± 0.13
15 7.1 ± 0.22 0.29 ± 0.03 15.18 ± 0.17 10.3 ± 1.00 0.13 ± 0.01 3.24 ± 0.04 25.9 ± 1.94 0.04 ± 0.00 3.33 ± 0.48
16 2.0 ± 0.44 0.71 ± 0.07 12.00 ± 0.03 4.2 ± 0.41 0.68 ± 0.07 3.33 ± 0.06 5.7 ± 0.55 0.19 ± 0.02 1.54 ± 0.02
17 4.2 ± 0.18 0.38 ± 0.04 5.61 ± 0.06 6.2 ± 0.55 0.23 ± 0.02 3.00 ± 0.04 24.0 ± 1.60 0.04 ± 0.00 3.05 ± 0.06
18 5.8 ± 0.56 0.26 ± 0.03 25.02 ± 0.07 6.8 ± 0.17 0.16 ± 0.02 2.31 ± 0.05 34.5 ± 3.01 0.03 ± 0.00 2.05 ± 0.33
19 2.8 ± 0.09 0.84 ± 0.08 2.53 ± 0.08 5.3 ± 0.45 0.37 ± 0.04 1.17 ± 0.06 5.9 ± 0.17 0.15 ± 0.02 2.97 ± 0.60
20 5.3 ± 0.20 0.24 ± 0.03 29.47 ± 0.19 9.7 ± 0.94 0.14 ± 0.01 2.22 ± 0.12 21.7 ± 1.34 0.04 ± 0.00 2.66 ± 0.66
21 8.2 ± 0.24 0.28 ± 0.03 16.78 ± 0.05 12.9 ± 1.12 0.10 ± 0.01 2.63 ± 0.04 17.2 ± 1.17 0.06 ± 0.01 1.54 ± 0.33
22 5.1 ± 0.15 0.24 ± 0.03 26.36 ± 0.18 7.3 ± 0.20 0.19 ± 0.02 3.52 ± 0.07 135.3 ± 12.7 0.01 ± 0.00 2.75 ± 0.07
23 2.4 ± 0.21 0.62 ± 0.06 13.52 ± 0.04 4.5 ± 0.36 0.55 ± 0.06 2.06 ± 0.02 3.4 ± 0.20 0.38 ± 0.04 2.52 ± 0.05
/◦ 3.6 ± 1.96 0.53 ± 0.26 12.37 ± 7.26 5.6 ± 2.83 0.36 ± 0.19 2.60 ± 0.55 16.1 ± 27.46 0.19 ± 0.19 2.36 ± 0.55

Table 5. Accuracy (Acc) and area under the ROC curve (AUC) of rules with stan-
dard deviations using 10-fold stratified cross-validation - algorithms: APRIORI-SD,
APRIORI-C and RIPPER.

APRIORI-SD APRIORI-C RIPPER
# Acc ± sd AUC ± sd Acc ± sd AUC ± sd Acc ± sd AUC ± sd
1 87.26 ± 7.80 84.14 ± 2.00 89.99 ± 8.29 82.11 ± 2.01 82.03 ± 7.40 83.22 ± 7.80
2 97.48 ± 8.90 88.99 ± 3.05 95.85 ± 9.36 91.50 ± 3.11 94.76 ± 8.60 90.07 ± 8.02
3 86.02 ± 7.97 81.15 ± 2.03 87.17 ± 8.08 85.96 ± 2.03 86.17 ± 7.80 84.14 ± 7.59
4 96.16 ± 8.62 90.79 ± 3.02 94.52 ± 9.13 90.97 ± 3.00 98.90 ± 8.95 88.94 ± 7.91
5 75.00 ± 7.41 76.94 ± 4.06 74.95 ± 7.32 76.25 ± 4.09 71.29 ± 6.53 76.34 ± 7.41
6 67.90 ± 5.84 66.48 ± 1.05 71.66 ± 6.51 67.18 ± 1.08 67.85 ± 6.31 63.27 ± 5.69
7 69.52 ± 5.98 74.25 ± 4.25 71.19 ± 6.22 70.98 ± 4.08 72.52 ± 6.62 66.95 ± 6.66
8 79.83 ± 7.08 85.13 ± 2.07 79.57 ± 7.22 75.47 ± 2.09 69.88 ± 6.02 72.70 ± 6.84
9 82.30 ± 7.46 84.08 ± 3.06 82.44 ± 7.73 78.86 ± 3.03 81.36 ± 7.82 79.58 ± 7.82
10 99.91 ± 9.11 93.16 ± 4.00 99.20 ± 9.82 97.29 ± 4.00 99.16 ± 8.99 96.36 ± 9.48
11 88.97 ± 8.70 90.09 ± 2.08 92.44 ± 8.71 75.58 ± 2.04 86.34 ± 8.50 88.52 ± 8.28
12 95.19 ± 9.33 90.82 ± 2.00 95.59 ± 8.65 89.83 ± 2.01 96.01 ± 9.60 90.20 ± 8.99
13 79.40 ± 7.30 78.84 ± 3.10 81.72 ± 7.69 77.50 ± 3.12 76.51 ± 6.79 75.31 ± 7.25
14 79.17 ± 7.01 72.32 ± 3.08 81.08 ± 7.89 77.98 ± 3.00 74.21 ± 7.05 74.30 ± 6.98
15 75.21 ± 7.21 71.69 ± 3.68 80.15 ± 7.23 62.90 ± 4.02 85.79 ± 8.44 63.42 ± 6.29
16 96.47 ± 8.79 96.00 ± 1.06 94.63 ± 9.07 94.38 ± 1.05 93.47 ± 9.04 88.42 ± 8.43
17 75.13 ± 7.21 77.93 ± 6.86 79.48 ± 7.87
18 85.21 ± 7.11 84.47 ± 7.64 92.73 ± 8.50
19 66.49 ± 6.23 66.09 ± 6.05 64.84 ± 5.70
20 19.98 ± 1.89 18.25 ± 1.37 86.42 ± 7.92
21 68.21 ± 6.54 71.89 ± 7.17 89.39 ± 7.96
22 75.58 ± 6.32 81.01 ± 7.47 78.85 ± 6.90
23 93.23 ± 9.18 91.64 ± 8.29 91.51 ± 8.51

Avg 79.98 ± 16.67 82.80 ± 8.70 81.02 ± 16.50 80.92 ± 9.95 83.46 ± 10.24 80.11 ± 10.23
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Table 6. Average size (S), coverage (CVG), likelihood ratio (LHR), accuracy (Acc)
and area under the ROC curve (AUC) of rules with standard deviations using 10-fold
stratified cross-validation for the algorithm CN2.

CN2
# S ± sd CVG ± sd LHR ± sd Acc ± sd AUC ± sd
1 12.4 ± 0.01 0.07 ± 0.01 2.0 ± 0.01 81.62 ± 0.01 33.39 ± 0.01
2 12.6 ± 0.10 0.08 ± 0.10 2.7 ± 0.10 92.28 ± 0.10 90.74 ± 0.10
3 1.8 ± 0.03 0.63 ± 0.03 2.1 ± 0.03 82.45 ± 0.03 84.51 ± 0.03
4 14.6 ± 0.01 0.05 ± 0.01 2.4 ± 0.01 94.18 ± 0.01 96.22 ± 0.01
5 12.8 ± 0.08 0.06 ± 0.08 2.0 ± 0.08 72.77 ± 0.08 71.33 ± 0.08
6 3.7 ± 0.06 0.31 ± 0.06 1.9 ± 0.06 68.71 ± 0.06 70.53 ± 0.06
7 15.1 ± 0.08 0.05 ± 0.08 2.0 ± 0.08 72.40 ± 0.08 71.99 ± 0.08
8 6.4 ± 0.09 0.11 ± 0.09 1.9 ± 0.09 74.10 ± 0.09 74.17 ± 0.09
9 3.0 ± 0.04 0.21 ± 0.04 2.7 ± 0.04 80.74 ± 0.04 78.81 ± 0.04
10 10.1 ± 0.00 0.09 ± 0.00 1.4 ± 0.00 98.58 ± 0.00 96.22 ± 0.00
11 7.6 ± 0.05 0.10 ± 0.05 2.0 ± 0.05 91.44 ± 0.05 94.46 ± 0.05
12 3.8 ± 0.01 0.38 ± 0.01 1.9 ± 0.01 91.33 ± 0.01 99.17 ± 0.01
13 4.7 ± 0.11 0.16 ± 0.11 2.1 ± 0.11 80.87 ± 0.11 83.20 ± 0.11
14 5.2 ± 0.01 0.14 ± 0.01 2.5 ± 0.01 72.28 ± 0.01 75.06 ± 0.01
15 21.2 ± 0.01 0.03 ± 0.01 2.5 ± 0.01 98.01 ± 0.01 97.90 ± 0.01
16 7.1 ± 0.01 0.13 ± 0.01 2.6 ± 0.01 94.24 ± 0.01 96.88 ± 0.01
17 28.7 ± 0.00 0.02 ± 0.00 2.7 ± 0.00 74.71 ± 0.00
18 83.8 ± 0.05 0.02 ± 0.05 1.5 ± 0.05 89.82 ± 0.05
19 12.9 ± 0.01 0.07 ± 0.01 1.0 ± 0.01 60.60 ± 0.01
20 32.8 ± 0.11 0.04 ± 0.11 1.5 ± 0.11 58.88 ± 0.11
21 35.1 ± 0.01 0.04 ± 0.01 2.4 ± 0.01 88.73 ± 0.01
22 77.3 ± 0.01 0.00 ± 0.01 2.6 ± 0.01 69.18 ± 0.01
23 5.5 ± 0.01 0.23 ± 0.01 2.0 ± 0.01 89.16 ± 0.01

Avg 18.2 ± 21.77 0.13 ± 0.14 2.11 ± 0.46 81.61 ± 11.66 82.16 ± 16.81

Table 7. Average size (S), coverage (CVG), likelihood ratio (LHR), accuracy (Acc)
and area under the ROC curve (AUC) of rules with standard deviations using 10-fold
stratified cross-validation for the algorithm CN2-SD.

CN2-SD (additive)
# S ± sd CVG ± sd LHR ± sd Acc ± sd AUC ± sd
1 3.5 ± 0.54 0.42 ± 0.03 4.6 ± 0.03 88.35 ± 0.03 85.12 ± 0.03
2 9.2 ± 0.25 0.26 ± 0.04 26.6 ± 0.04 92.60 ± 0.04 94.52 ± 0.04
3 1.8 ± 0.06 0.33 ± 0.02 22.9 ± 0.02 81.46 ± 0.02 83.03 ± 0.02
4 8.5 ± 0.32 0.51 ± 0.04 30.2 ± 0.04 96.08 ± 0.04 92.87 ± 0.04
5 4.6 ± 0.33 0.38 ± 0.04 2.1 ± 0.04 74.12 ± 0.04 80.06 ± 0.04
6 3.4 ± 0.05 0.87 ± 0.05 23.1 ± 0.05 68.75 ± 0.05 70.61 ± 0.05
7 8.8 ± 0.87 0.15 ± 0.12 16.3 ± 0.12 72.40 ± 0.12 72.73 ± 0.12
8 1.8 ± 0.18 0.44 ± 0.09 30.6 ± 0.09 78.03 ± 0.09 85.62 ± 0.09
9 2.7 ± 0.24 0.69 ± 0.03 25.0 ± 0.03 86.14 ± 0.03 81.29 ± 0.03
10 2.5 ± 0.03 0.51 ± 0.00 13.5 ± 0.00 99.10 ± 0.00 97.42 ± 0.00
11 4.2 ± 0.12 0.35 ± 0.06 14.9 ± 0.06 91.10 ± 0.06 93.87 ± 0.06
12 3.6 ± 0.68 0.67 ± 0.01 4.0 ± 0.01 91.75 ± 0.01 99.46 ± 0.01
13 4.5 ± 0.09 0.62 ± 0.17 9.7 ± 0.17 80.86 ± 0.17 83.06 ± 0.17
14 2.1 ± 0.27 0.72 ± 0.03 18.1 ± 0.03 77.74 ± 0.03 78.51 ± 0.03
15 10.2 ± 1.05 0.12 ± 0.03 26.5 ± 0.03 77.38 ± 0.03 89.15 ± 0.03
16 1.8 ± 0.43 0.83 ± 0.03 6.0 ± 0.03 97.62 ± 0.03 93.95 ± 0.03
17 8.3 ± 0.51 0.32 ± 0.00 24.3 ± 0.00 72.51 ± 0.00
18 12.8 ± 0.17 0.20 ± 0.06 19.3 ± 0.06 72.48 ± 0.06
19 10.1 ± 0.48 0.76 ± 0.01 9.1 ± 0.01 69.32 ± 0.01
20 9.2 ± 0.99 0.17 ± 0.17 21.7 ± 0.17 19.49 ± 0.17
21 19.2 ± 1.14 0.22 ± 0.03 30.6 ± 0.03 71.04 ± 0.03
22 11.7 ± 0.23 0.19 ± 0.03 20.2 ± 0.03 75.70 ± 0.03
23 1.4 ± 0.32 0.89 ± 0.03 25.7 ± 0.03 91.32 ± 0.03

Avg 6.4 ± 4.60 0.46 ± 0.25 18.47 ± 9.00 79.36 ± 16.24 86.33 ± 8.60
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