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Abstract. We formulate linguistic rule extraction as a three-objective
combinatorial optimization problem. Three objectives are to maximize the
performance of an extracted rule set, to minimize the number of extracted rules,
and to minimize the total length of extracted rules. The second and third
objectives are related to comprehensibility of the extracted rule set. We describe
and compare two genetic-algorithm-based approaches for finding non-
dominated rule sets with respect to the three objectives of our linguistic rule
extraction problem. One approach is rule selection where a small number of
linguistic rules are selected from prespecified candidate rules. The other is
genetics-based machine learning where rule sets are evolved by generating new
rules from existing ones using genetic operations.

1  Introduction

As multi-layer feedforward neural networks, fuzzy rule-based systems are universal
approximators of nonlinear functions [20, 29]. Both of them have many application
fields such as control, forecast, modeling and classification. One advantage of fuzzy
rule-based systems over neural networks is the transparency of input-output relations
realized by fuzzy rules. While neural networks are handled as a black-box, fuzzy rules
are usually written in a linguistically interpretable form such as “If 1x  is large and

2x  is small then y is large” and “If 1x  is medium and 2x  is large then Class 2.” We

refer to linguistically interpretable fuzzy rules as linguistic rules. Approximation
ability and interpretability make fuzzy rule-based systems a practically useful
modeling tool.

Fuzzy rules are obtained from domain experts as linguistic knowledge. Since
linguistic knowledge is incomplete and inaccurate, automated rule generation
methods from numerical data have been proposed [27, 30]. Automated tuning
methods of fuzzy rule-based systems have been also proposed for improving their
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performance [1, 3, 5, 16, 19]. Some methods [3, 19] used genetic algorithms, and
others [1, 5, 16] were similar to the learning of neural networks. See [21] for various
techniques of fuzzy rule-based system design. Many of these rule generation and
tuning methods tried to maximize the performance of fuzzy rule-based systems.

Recently, some researchers [17, 18, 22-26, 31, 32] tried to improve
interpretability of fuzzy rule-based systems. For example, interpretability of
membership functions was discussed in [22, 23]. The number of fuzzy rules was
decreased in [24-26, 31]. Jin [17] pointed out the following four factors closely
related to interpretability of fuzzy rule-based systems.
(a) Distinguishability of a fuzzy partition. Membership functions should be clearly

distinguishable from each other so that a linguistic term can be assigned to each
membership function.

(b) Consistency of fuzzy rules. Fuzzy rules in a fuzzy rule-based system should not
be strongly contradictory to each other.

(c) The number of fuzzy rules. It is easy to examine a small number of fuzzy rules
while the examination of many rules is a cumbersome task.

(d) The number of conditions in the antecedent part (i.e., if-part). It is not easy to
understand a fuzzy rule with many antecedent conditions.

Among these four factors, distinguishability was included in a cost function in
regularized learning of Jin [17].

In this paper, we formulate linguistic rule extraction as a combinatorial
optimization problem with three objectives: to maximize the performance of an
extracted rule set, to minimize the number of extracted rules, and to minimize the
total length of extracted rules. That is, the last two factors (c) and (d) are considered.
Since we use prespecified linguistic terms with fixed membership functions, we do
not have to consider the distinguishability of a fuzzy partition. Inconsistency of fuzzy
rules is resolved by assigning a certainty grade to each linguistic rule. For an n-
dimensional pattern classification problem, we try to extract linguistic rules of the
following form:

Rule jR : If 1x  is 1jA  and ... and nx  is jnA  then Class jC  with jCF ,   (1)

where jR  is the label of the j-th linguistic rule, ),...,( 1 nxx=x  is an n-dimensional
pattern vector, jiA  is a linguistic value (e.g., small and large) for the i-th attribute,

jC is a consequent class, and jCF  is a certainty grade in the unit interval [0, 1].
For finding non-dominated rule sets of our three-objective linguistic rule

selection problem for pattern classification, we examine two schemes: a rule selection
method by genetic algorithms and a genetics-based machine learning (GBML)
method. These two schemes are compared with each other through computer
simulations on a high-dimensional pattern classification problem. We also discuss
linguistic rule extraction from numerical data for function approximation, which is
formulated as a three-objective problem as in the case of pattern classification.
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2  Formulation of Linguistic Rule Extraction

In this section, we formulate linguistic rule extraction from numerical data as a three-
objective combinatorial optimization problem for pattern classification. Our basic
idea is to simultaneously maximize classification ability and interpretability of
extracted rule sets.

2.1  Assumptions

We assume that m training patterns (i.e., labeled patterns) are given as numerical data
for an n-dimensional c-class pattern classification problem. We denote those training
patterns as ),...,( 1 pnp xx=x , .,...,2,1 mp =  For simplicity of explanation, each

attribute value pix  is assumed to be a real number in the unit interval [0, 1], i.e.,

∈pix [0, 1]. This means that the pattern space of our pattern classification problem is

the n-dimensional unit hypercube n]1,0[ . In computer simulations of this paper, all

attribute values are normalized into real numbers in the unit interval [0, 1].
We also assume that a set of linguistic values is given for describing each

attribute. That is, we assume that a fuzzy partition of the pattern space n]1,0[  is

given. For simplicity of explanation, we use five linguistic values in Fig. 1 for all the
n attributes. Of course, our approaches described in this paper are applicable to more
general cases where a different set of linguistic values is given to each attribute. In
such a general case, membership functions are not necessary to be triangular. They
are specified according to domain knowledge and intuition of human experts.

Membership

0.0 1.0

1.0

Input value

S MS M ML L

Fig. 1. Membership functions of five linguistic values (S: small, MS: medium small, M:
medium, ML: medium large, and L: large).

As Jin [17] pointed out, it is not easy to understand fuzzy rules with many
antecedent conditions. Thus we use “DC: don’t care” as an additional linguistic value
in the antecedent part of our linguistic rule in (1). Linguistic rules with many “don’t
care” conditions can be concisely written even for high-dimensional pattern
classification problems. The following are some examples of such linguistic rules for
a 13-dimensional wine classification problem used in Section 5.
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 1R : If 7x  is medium and 11x  is medium then Class 1 with 0.56.    (2)

 2R : If 10x  is small then Class 2 with 0.94.   (3)

 3R : If 7x  is small then Class 3 with 0.85.   (4)

These linguistic rules are very simple and easily understood. In the above linguistic
rules, “don’t care” conditions are omitted.

When we use the five linguistic values in Fig. 1 and “DC: don’t care” as

antecedent linguistic values in our linguistic rule in (1), we have n)15( +
combinations of antecedent linguistic values as follows:

Rule jR : If 1x  is 
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 then Class jC  with jCF .   (5)

As shown in Appendix, the consequent class jC  and the certainty grade jCF  of

each linguistic rule can be easily specified from training patterns when its antecedent
conditions are given. Thus our linguistic rule extraction problem can be viewed as
finding a small number of combinations of antecedent linguistic values among the

above n)15( +  combinations. The total number of possible rule sets is N2  where
nN )15( += . It is not easy to examine all the possible rule sets even for a three-

dimensional pattern classification problem. In this case, the total number of possible

rule sets is 65666 1005.12 ×≅×× . In the case of high-dimensional problems, we can
examine only a tiny portion of possible rule sets because the search space is huge.

2.2  Three-Objective Combinatorial Optimization Problem

Let ALLS  be the set of n)15( +  linguistic rules for our n-dimensional pattern

classification problem. They correspond to the n)15( +  combinations of the five
linguistic values in Fig. 1 and “don’t care”. Our linguistic rule extraction problem is
to find a small number of simple linguistic rules with high classification ability from
the rule set ALLS , i.e., to find a compact and high-performance rule set. Because

there is a tradeoff between compactness and performance, we try to find non-
dominated rule sets with respect to conflicting criteria.

We measure the classification performance of a rule set S ( ALLSS ⊂ ) by the
number of correctly classified training patterns. Compactness of S is measured by two
criteria: the number of linguistic rules in S and the total number of antecedent
conditions in S. Of course, “don’t care” conditions are not counted among antecedent
conditions. The number of antecedent conditions in a linguistic rule is referred to as
its length. Thus the total number of antecedent conditions is the same as the total
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length of linguistic rules. Based on these discussions, our linguistic rule extraction
problem is formulated as follows:

Maximize )(1 Sf , minimize )(2 Sf , and minimize )(3 Sf ,   (6)

where
)(1 Sf : The number of correctly classified training patterns by S,

)(2 Sf : The number of linguistic rules in S,

)(3 Sf : The total length of linguistic rules in S.

For example, when a rule set S consists of the three linguistic rules 1R , 2R  and

3R  in (2)-(4), )(2 Sf  and )(3 Sf  are calculated as 3)(2 =Sf  and =)(3 Sf 4,

respectively. The first objective )(1 Sf  is calculated by classifying all the m training
patterns by the rule set S. In Appendix, we show how each pattern is classified by
linguistic rules (see [2] for various fuzzy reasoning methods for pattern
classification).

The third objective )(3 Sf  is not the average length of extracted rules but the

total length. Let )(*3 Sf  be the average length. For example, )(*3 Sf  is calculated as

=)(*3 Sf 1.33 for the rule set S with 1R , 2R  and 3R . Let us construct another rule set
+S  by adding a linguistic rule 4R  of the length one to S. For the new rule set +S

with 1R ~ 4R , )(*3
+Sf  is calculated as =+ )(*3 Sf 1.25. That is, the average length is

improved by adding 4R  to the rule set S while the complexity of the rule set is

increased. Even if the added linguistic rule 4R  does not improve the classification

performance of the rule set (i.e., )()( 11
+= SfSf ), the new rule set +S  is not

dominated by the rule set S when we use the average length as the third objective.
This simple example shows that the average length is not an appropriate objective for
measuring the simplicity of extracted linguistic rules in the framework of multi-
objective optimization. Thus we use the total length as the third objective )(3 Sf . In

[7], the average length was used for rule selection. Since three objectives were
combined into a scalar fitness function in [7] for obtaining a single optimal rule set,
the above-mentioned difficulty of the average length can be ignored. The difficulty of
the average length is crucial only when this objective is used in the framework of
multi-objective optimization for obtaining non-dominated rule sets.

2.3  Simple Numerical Example

Let us consider a simple numerical example in Fig. 2 (a) where 121 training patterns
are given in the unit square ]1,0[]1,0[ × . If we use a standard grid-type fuzzy

partition in Fig. 2 (b), we can generate 55×  linguistic rules with no “don’t care”
conditions. All the given training patterns are correctly classified by those 25
linguistic rules. On the other hand, a much simpler rule set can be extracted if we
consider linguistic rules with “don’t care” conditions.

As shown in Subsection 2.1, the total number of possible combinations of
antecedent linguistic values is 36 for the two-dimensional pattern classification
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problem when we use “don’t care” as an additional linguistic value. By examining
subsets of those 36 linguistic rules, we can find that the following three linguistic
rules correctly classify all the given training patterns:

AR : If 1x  is medium then Class 2 with 0.75.   (7)

BR : If 2x  is large then Class 2 with 0.84 .   (8)

CR : ),( 21 xx  is Class 1 with 0.19.   (9)

The last linguistic rule CR  has no linguistic condition (i.e., it has two “don’t care”
conditions). Since CR  has a small certainty grade (i.e., 0.19), this rule is used for
pattern classification only when the other two linguistic rules AR  and BR  are not
applicable. In this manner, inconsistency is resolved through certainty grades.

All the non-dominated rule sets of our linguistic rule extraction problem for this
numerical example are shown in Table 1. Since the numerical example in Fig. 2 is
very simple, we can find all non-dominated solutions by examining all rule sets with
one, two or three linguistic rules. Usually we can not find all non-dominated solutions
by such an enumeration method especially for high-dimensional pattern classification
problems. In the rest of this paper, we explain how genetic algorithms can be used for
finding non-dominated solutions of our three-objective linguistic rule extraction
problem.

: Class 1 : Class 2

0.0 1.0
x

x

1
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0.0

0.1

0.1

(a) (b)

Fig. 2. A numerical example and a grid-type fuzzy partition.

Table 1. All the non-dominated solutions for the numerical example in Fig. 1.

Rule set: S # of patterns:
)(1 Sf

# of rules: )(2 Sf Total length:
)(3 Sf

{} 0 (0%) 0 0
{ CR } 72 (60%) 1 0

{ AR , CR } 105 (87%) 2 1

{ AR , BR , CR } 121 (100%) 3 2
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3  Rule Selection

3.1  Basic Idea of Rule Selection

We have already proposed a GA-based rule selection method [7, 15] where multiple
objectives were combined into a scalar fitness function for applying standard single-
objective genetic algorithms. We have also proposed two-objective genetic algorithms
for finding non-dominated rule sets with respect to the classification performance and
the number of linguistic rules [8]. In this paper, the total rule length is added to the
two-objective rule selection method in [8].

It is not difficult to extend our former two-objective rule selection method to the
case of three objectives. Let N be the number of linguistic rules that can be generated
from given training patterns. Those N linguistic rules are used as candidate rules in

rule selection. In low-dimensional pattern classification problems, all the n)15( +
linguistic rules in (5) are considered as candidate rules. All linguistic rules, however,
are not always generated (e.g., when training patterns are not evenly distributed in the
entire pattern space). In high-dimensional pattern classification problems, the number

of candidate rules should be much smaller than n)15( +  because the string length is

the same as the number of candidate rules in our rule selection method.
Any subset S of N candidate rules can be represented by a binary string of the

length N as NsssS ⋅⋅⋅= 21 . The inclusion and exclusion of the j-th candidate rule are

represented by 1=js  and 0=js , respectively. Since every feasible solution of our

problem is represented by a binary string, we can use various multiobjective genetic

algorithms [28, 33, 34] for finding its non-dominated solutions.

3.2  Candidate Rule Prescreening

In high-dimensional pattern classification problems, we can not handle all the
n)15( +  linguistic rules in (5) as candidate rules. Thus a prescreening procedure of

candidate rules is necessary for applying our rule selection method to high-
dimensional problems. A simple trick is to examine only short linguistic rules with a
few antecedent linguistic conditions [7]. This trick, which has also a good effect on
the third objective of our rule extraction problem, can significantly decrease the
number of candidate rules. Even when the total number of linguistic rules is huge, the
number of short rules is not so large. For example, the number of linguistic rules of
the length one with a single antecedent condition is calculated as =× 5113C 65 for a

13-dimensional problem such as wine data. In our computer simulation on the wine
data, we examine one rule of the length zero, 65 rules of the length one, and

=×× 55213C 1950 rules of the length two for generating candidate rules in our rule

selection method. In [7], the certainty grade of each linguistic rule was also used in
addition to the length for prescreening candidate rules.
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3.3  Domain-Specific Heuristic Procedures

The performance of genetic algorithms for rule selection can be improved by
incorporating domain-specific heuristic procedures. One procedure is for eliminating
unnecessary rules. As shown in Appendix, we use a fuzzy reasoning method based on
a single winner rule in the classification phase. This means that each pattern is
classified by a single winner rule in a rule set. If a linguistic rule is not used as a
winner rule for any training pattern, that rule can be removed from the rule set with no
deterioration of its classification performance. This elimination improves the second
and third objectives of our linguistic rule extraction problem. Our rule elimination
procedure removes such a linguistic rule before each rule set is evaluated in three-
objective genetic algorithms.

Another trick is to bias the mutation probability. Even when we use an
appropriate prescreening procedure, usually the number of selected rules is much
smaller than that of candidate rules. That is, binary strings should consist of a small
number of 1’s and a large number of 0’s. The standard mutation tends to increase the
number of 1’s when binary strings have much more 0’s than 1’s. For efficiently
searching for binary strings with a small number of 1’s, we use biased mutation
probabilities where the mutation probability from 1 to 0 is much larger than that from
0 to 1.

4  Genetics-Based Machine Learning

4.1  Basic Idea of Genetics-Based Machine Learning

The quality of non-dominated rule sets obtained by rule selection strongly depends on
the choice of a prescreening procedure. While some studies [4, 12] showed high
performance of short rules with only a few antecedent conditions, this is not always
the case. Some pattern classification problems may need long rules as well as short

rules. In this case, the search among n)15( +  linguistic rules is necessary for finding

good rule sets. Genetics-based machine learning (GBML) algorithms are promising
tools for finding non-dominated rule sets in the huge search space.

We have already proposed Michigan-style GBML algorithms for generating
linguistic rules for high-dimensional pattern classification problems [9, 14]. In our
Michigan-style algorithm, a single linguistic rule was coded as a string. A population
with a fixed number of linguistic rules was evolved by genetic operations for finding
good linguistic rules. Since our objectives in this paper are not only classification
performance but also the number of linguistic rules and the total rule length, the
number of linguistic rules should not be fixed. It is, however, difficult to directly
optimize the number of linguistic rules in the framework of Michigan-style algorithms
because a fitness value is assigned to each linguistic rule. Thus we use a Pittsburgh-
style algorithm with variable sting length for finding non-dominated rule sets.
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4.2  Genetic Operations

As in our Michigan-style algorithms in [9, 14], each linguistic rule is coded by its
antecedent linguistic values as “ jnjj AAA ⋅⋅⋅21 ”. Since the consequent class and the

certainty grade are easily specified by training patterns, they are not coded as a part of
the string. A rule set is denoted by a concatenated string. Each substring of the
concatenated string corresponds to a single linguistic rule.

A new rule set (i.e., a new string) is generated by crossover and mutation. In our
computer simulation, we use a kind of one-point crossover shown in Fig. 3, which
changes the number of linguistic rules in each rule set. This crossover operation
randomly selects a different cutoff point for each parent to form an offspring. A
mutation operation randomly replaces each element (i.e., each antecedent linguistic
value) of the string with another linguistic value. Elimination of existing rules and
addition of new rules can be also used as mutation operations. Such mutation
operations change the number of linguistic rules in each string.

 

Parent 1 

Parent 2 

R1 R2 R3 R4 R5 R6 

RA RB RC RD RE RF 

Child R1 R2 R6 RA RB RC R3 R4 R5 RD RE RF or 

Fig. 3  Crossover operation.

4.3  Hybridization with Michigan-Style Algorithm

The search ability of Pittsburgh-style algorithms to find good linguistic rules is
somewhat inferior to that of Michigan-style algorithms when they are applied to high-
dimensional pattern classification problems [11, 13]. Michigan-style algorithms,
however, can not directly optimize rule sets because a fitness value is assigned to each
linguistic rule (not to each rule set). On the other hand, Pittsburgh approach can
directly optimize rule sets. A natural idea for utilizing advantages of these two kinds
of GBML approaches is to combine them into a single hybrid algorithm [10, 11]. A
Michigan-style algorithm, which is used as a mutation operation in our Pittsburgh-
style algorithm, partially modifies each rule set by generating new rules. By this
hybridization, search ability of our Pittsburgh-style algorithm to efficiently find good
linguistic rules is significantly improved. In our computer simulation, a single
iteration of a Michigan-style algorithm was applied with a prespecified probability to
every rule set generated by the genetic operations of our Pittsburgh-style algorithm.
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5  Computer Simulations

5.1  Test Problem and Simulation Conditions

We applied the rule selection method and the hybrid GBML algorithm to wine data
(available from UC Irvine Database: http://kdd.ics.uci.edu/) for finding non-
dominated rule sets of our linguistic rule extraction problem. These two algorithms
were implemented in the framework of three-objective genetic algorithms. The three
objectives were combined into the following fitness function, which was used in a
roulette wheel selection with a linear scaling.

)()()()( 332211 SfwSfwSfwSfitness ⋅−⋅−⋅= . (10)

For finding various non-dominated solutions, weights 1w , 2w  and 3w  were not

fixed but randomly updated whenever a pair of parent strings were selected as in our
two-objective genetic algorithm in [8]. Non-dominated solutions were separately
stored from the current population. Some of the stored non-dominated solutions were
added to the current population for maintaining its diversity and quality.

Both the rule selection method and the hybrid GBML algorithm were executed
under the following parameter specifications:

Population size: 50 rule sets.
Stopping conditions: 1000 generations.

That is, a population of 50 rule sets was evolved until the 1000th generation in both
algorithms. We applied each algorithm to wine data 20 times. In the following
subsections, we report non-dominated solutions obtained from those 20 trials.

5.2  Simulation Results by Rule Selection

Since wine data involve 13 attributes, the number of possible combinations of

antecedent linguistic values is 1013 103.1)15( ×≅+ (i.e., about 13 billion). It is

impossible to apply our rule selection method to candidate rules generated from all
those combinations. We examined only short linguistic rules of the length two or less.
By this prescreening procedure, 1834 linguistic rules were generated as candidate
rules. Thus each rule set was represented by a binary string of the length 1834. The
task of our rule selection method is to find non-dominated rule sets from those
candidate rules. From 20 trials, we obtained 17 non-dominated rule sets. Due to the
space limitation, we show 12 rule sets with high classification rates. Too small rule
sets are not shown in this table (e.g., those with only two rules). From Table 2, we can
see that our rule selection method found various non-dominated rule sets. Some are
very compacts, and others have high classification rates. We can observe a tradeoff
between the classification performance and the compactness of rule sets.
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Table 2. Non-dominated rule sets obtained by the GA-based rule selection method.

# of rules 3 3 3 4 4 4 5 5 5 6 7 9
Total length 3 4 5 4 5 6 5 6 7 9 11 17

Average length 1.00 1.33 1.67 1.00 1.25 1.50 1.00 1.20 1.40 1.50 1.57 1.89
# of patterns 161 163 164 169 170 171 172 173 175 176 177 178

Classification rate 90.4 91.6 92.1 94.9 95.5 96.1 96.6 97.2 98.3 98.9 99.4 100

5.3  Simulation Results by Genetics-Based Machine Learning

The search space in the hybrid GBML algorithm for wine data consists of 13)15( +
linguistic rules. This is much larger than that of the rule selection method where non-
dominated rule sets were selected from 1834 candidate rules. From 20 trials, we
obtained 18 non-dominated rule sets. Twelve rule sets with high classification rates
are shown in Table 3. From the comparison between Table 2 and Table 3, we can see
that similar results were obtained by the two algorithms while the search space in the
hybrid GBML algorithm was terribly large. Some non-dominate rule sets obtained by
the hybrid GBML algorithm include linguistic rules of the length three, which were
not considered in the rule selection method.

Table 3. Non-dominated rule sets obtained by the hybrid GBML algorithm.

# of rules 3 3 4 4 4 5 5 5 6 6 7 8
Total length 4 5 4 5 6 5 6 7 6 10 8 15

Average length 1.33 1.67 1.00 1.25 1.50 1.00 1.20 1.40 1.00 1.67 1.14 1.88
# of patterns 163 165 169 170 171 172 173 174 174 175 176 177

Classification rate 91.6 92.7 94.9 95.5 96.1 96.6 97.2 97.8 97.8 98.3 98.9 99.4

6  Linguistic Rule Extraction for Function Approximation

Our three-objective linguistic rule extraction problem can be easily modified for the
application to function approximation. For an n-input and single-output function
approximation problem, we use linguistic rules of the following type:

Rule jR : If 1x  is 1jA  and ... and nx  is jnA  then y is jB , (11)

where ),...,( 1 nxx=x  is an input vector, jiA  is an antecedent linguistic value, y is

an output variable, and jB  is a consequent linguistic value. Since “don’t care” is

used only in the antecedent part, the total number of possible combinations of

antecedent and consequent linguistic values is 5)15( ×+ n . In the rule selection

scheme, some of those combinations are examined for generating candidate rules. In
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the GBML scheme, each linguistic rule is denoted by its antecedent and consequent

linguistic values as “ jjnj BAA ⋅⋅⋅1 ”. A rule set is denoted by a concatenated string.

Let us assume that m input-output pairs ),( pp yx , mp ,...,2,1=  are given as

numerical data where ),...,( 1 pnpp xx=x  is an input vector and py  is the

corresponding output value. The performance of a rule set S can be measured by some

cost function )(1 Sf  such as the total squared error or the total absolute error:

∑ −=
=

m

p
ppS yySf

1

2
1 2/))(ˆ()( x   or  ∑ −=

=

m

p
ppS yySf

1
1 |)(ˆ|)( x , (12)

where )(ˆ pSy x  is the estimated output by the rule set S (see [6]).

Linguistic rule extraction for function approximation can be formulated as the

following three-objective combinatorial optimization problem:

Minimize )(1 Sf , )(2 Sf , and )(3 Sf , (13)

where )(2 Sf  and )(3 Sf  are the number of linguistic rules in S and the total rule

length in S, respectively, as in the case of pattern classification. Our task is to find

non-dominated rule sets of the three-objective linguistic rule selection problem.

For this task, we can use the rule selection scheme and the GBML scheme

described for pattern classification. The following points should be considered when

we apply these schemes to function approximation:

(a) The first objective is an error measure such as (12). The magnitude of output

values should be taken into account when we use the weighted averaging

technique for combining the three objectives into a scalar fitness function.

(b) We should use a fuzzy reasoning method that can handle a rule set of linguistic

rules with different specificity levels because our linguistic rules involves an

arbitrary number of “don’t care” conditions. Inconsistency among linguistic rules

may be resolved by such a fuzzy reasoning method (see [6]).

(c) Since the consequent part of each linguistic rule is not uniquely specified, its

consequent linguistic value is coded together with its antecedent linguistic values

in the GBML scheme. This modification increases the search space from n6  to
n65× . Usually an appropriate consequent value for each linguistic rule can be

limited to a few alternatives. This can be used for decreasing the search space.

7  Conclusion

We first formulated linguistic rule extraction from numerical data for pattern
classification as a three-objective combinatorial optimization problem. Next we
explained how non-dominated rule sets can be obtained from candidate rules by
genetic algorithms. In the rule selection method, a prescreening procedure of
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candidate rules is necessary when it is applied to high-dimensional pattern
classification problems. Then we explained how non-dominated rule sets can be
found by a genetics-based machine learning algorithm in a huge search space with all
possible linguistic rules. These two schemes were applied to wine data with 13
attributes. Simulation results showed that compact rule sets with high classification
performance were found. Finally we modified our linguistic rule extraction problem
for applying it to function approximation.

Acknowledgement. This study was partially supported by Saneyoshi Scholarship
Foundation.

Appendix: Rule Generation and Pattern Classification

The consequent class jC  and the certainty grade jCF  of our linguistic rule in (1) can

be determined by the following heuristic procedure (for example, see [15]):

Step 1) Calculate the compatibility grade )( pR j
xµ  of each training pattern =px

) ...,  ,( 1 pnp xx with the linguistic rule jR  by the product operation as

)(  ...  )()( 11 pnjnpjpR xx
j

µµµ ××=x , mp 1,2,...,= ,    (A1)

where )( ⋅jiµ  is the membership function of the antecedent linguistic value

jiA .

Step 2) For each class, calculate the total compatibility grade of the training patterns

with the linguistic rule jR :

∑=
∈ h

pRjh
p

j
R

 Class 
 Class )()(

x
xµβ ,  ch 1,2,...,= .    (A2)

Step 3) Find the consequent class jC  that has the maximum value of )( Class jh Rβ :

)}( ..., ),({Max)(  Class1Class Class jcjjC RRR
j

βββ = .    (A3)

If the consequent class can not be uniquely determined, we do not extract the

linguistic rule jR . For example, if 0)( Class =jh Rβ  for all classes, we do

not generate jR .
Step 4) Specify the certainty grade jCF  as follows:

∑
=

−=
c

h
jhjCj RRCF

j
1

 Class  Class )(/})({ βββ ,    (A4)

where

∑ −=

≠
=

c

Ch
h

jh

j

cR
1

Class )1/()(ββ .    (A5)
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Let S be a set of generated linguistic rules. A new pattern ),...,( 1 pnpp xx=x  is

classified by S using a fuzzy reasoning method based on a single winner rule [15].

The winner rule *jR  for )...,,( 1 pnpp xx=x  is determined as follows:

}|)(max{)( **
SRCFCF jjpRjpR jj

∈⋅=⋅ xx µµ .    (A6)

The new pattern px  is classified by the winner rule *jR . That is, px  is assigned

to the consequent class of *jR . If multiple linguistic rules with different consequent

classes have the same maximum value in (A6), the classification of px  is rejected.
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