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Abstract- This paper details a Fuzzy - Feedback Lineari- 
sation controller applied to a non-linear missile. The 
design uses an evolutionary algorithm opthisation ap- 
proach to a multiple model description of the airframe 
aerodynamics. A set of convex models is produced that 
map the vertex points in a high order parameter space (of 
the order of 16 variables). These are used to determine the 
membership function distribution within the outer loop 
control system by using a multi-objective evolutionary al- 
gorithm. This produces a design that meets objectives 
related to closed loop performance such as: steady state 
error, overshoot, settling and rising time. The evolution- 
ary algorithm uses non-dominated sorting for forming a 
Pareto front of possible solutions. This paper shows that 
fuzzy controllers can be produced for engineering prob- 
lems, with the multiobjective algorithm allowing the de- 
signer the freedom to choose solutions and investigate the 
properties of the system. 

1 Introduction 

The problem considered here is that of tracking a trajectory in 
the presence of noise and uncertainty. Many nonlinear anal- 
ysis problems of engineering interest can be reduced to such 
a problem. Since the real system is not exactly the one used 
for the design, and since it is also subject to noise, the sys- 
tem will not follow the intended trajectory. Then the question 
of interest becomes: will the real trajectory, under the worst 
conditions possible, remain close enough to the nominal one. 
This could be defined as a robust trajectory tracking problem. 
Here, this kind of problem is addressed for a highly non-linear 
missile when the design of an autopilot is taken into account. 
Although such systems are well defined in terms of their dy- 
namic behaviour, they have large uncertainty in their param- 
eters and can cover large ranges of altitude and speed (see 
figure 1). By demanding small changes in system outputs, 
it is possible to exhibit the non-linear behaviour of the sys- 
tem, then a robust non-linear control technique is required to 
achieve good performance. 

The aim of this paper is to track the missile lateral accel- 
eration demand in the presence of uncertainties introduced 
through the aerodynamic coefficients. The g demands are 
considered for both pitch and yaw planes, using the missile 
rudder and elevator as control surfaces hence yielding a sys- 

tem with 2 inputs and 2 controlled outputs. 
It has been shown previously 111 that by applying feedback 

Linearisation the desired tracking performance can be ob- 
tained by assuming an exact knowledge of aerodynamic coef- 
ficients and missile configuration parameters (i.e., reference 
area, Mach number, mass, moment of inertia) in the entire 
flight envelope. In practice however, this assumption is not 
valid and also, if there are either parameter variations or exter- 
nal disturbances, feedback-Linearisation can no longer guar- 
antee the desired performance (neither is robustness guaran- 
teed). 

Figure 1 : Highly nonlinear manoeuvre 

Conversely fuzzy logic theory is useful when dealing with 
vague and imprecise information such as uncertain measure- 
ment values, parameter variations and noise 121. In previous 
research 131 a combination of an inpudoutput linearisation 
technique (nonlinear control law) and a fuzzy logic trajectory 
controller have been considered. 

This paper uses an evolutionary algorithm optimisation 
approach to a multiple model description of the airframe aero- 
dynamics. This is used to determine the membership function 
distribution within the outer loop control system by using a 
multi-objective evolutionary algorithm that meets objectives 
related to closed loop performance such as: rising and settling 
time, steady state error, and overshoot. 
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2 HORTON Missile model 

The missile model used in this study derives from a non-linear 
model produced by Horton of Matra-British Aerospace [4]. 
It describes a 5 DOF model in parametric format with severe 
cross-coupling and non-linear behaviour. This study has con- 
sidered the reduced problem of a 4 DOF controller for the 
pitch and yaw planes without roll coupling. The angular and 
translational equations of motion of the missile airframe are 
given by: 

1 1 
2 Q = ZI;'pVoSd(-dCmqq + C m w W  + VoCmgq) 

1 
2m 
1 1 
ZIG1pVoSd( z G T r  + CnVw + V~C,CC) 

w =  -PVo~(~zwW + v o c z g 4  + u q  (1) 

+ =  

'Pvos(c,uv + VOC,CC) - ur (2) 2m 

where the axes(z, y, z), rates(r, q) and velocities (w, tu) are 
defined in (Figure 2). 

P 

Figure 2: Airframe axes 

Equations (1,2) describe the dynamics of the body rates 
and velocities under the influence of external forces (e.g. 
Czw) and moments (e.g. Cmq), acting on the frame. These 
forces and moments, derived from wind tunnel measure- 
ments, are non-linear functions of Mach number, longitudinal 
and lateral velocities, control surface deflection, aerodynamic 
roll angle, and body rates. 

The aerodynamic coefficients: Cy,, C v ~ ,  zcp. and Cn, are 
presented by polynomials shown in Table 1. These polyno- 
mials are fitted to the set of curves taken from look-up tables 
for different flight conditions. The table is a set of curves 
in the plane of total incidence (T in [rads] and Mach num- 
ber M .  In the table the cy, polynomials present the normal 
force curves, the xcp present the centre of pressure curves, 
cyz present the rudder and elevator control forces curves, and 
finally the c,, present the damping yawing andpitching mo- 
ments curves which are reasonably proportional to body rates. 

The highly non-linear nature of the aerodynamic coeffi- 
cients for different flight conditions are shown in details (151) 
and the carpet plot for one of them (for example zcp) is shown 
in figure 3 plotted a5 a function of Mach number and roll an- 
gle for different incidence angles (U). 

Table 1: Roll angle = 0" 

Incidence angle 3 (deg) Incidence angle 10 (deg) 

Incidence angle 20 (deg) Incidence angle 30 (deg) 

Figure 3: xcp for different flight conditions 

The description of the model is obtained from data sup- 
plied by Matra-BAE and detailed in the Horton report 161. 
As both horizontal and vertical lateral motion is symmetric in 
format, both will be dealt with together, taking into account 
the appropriate sign changes in derivatives for each lateral di- 
rection. 

The control of the missile will be accomplished in this pa- 
per by controlling lateral velocity. The dynamic equation (2) 
for lateral velocity can be derived further as follows: 

6 = Vo(C,,w + V0C,& - U r  
= V0[(C,wo + C,UlldM + cy,, I I>v 

+V0(CYCO + C,CMM + CVC, I 0 1)Cl - UT 

v ~ [ ( c , u o v  + cy,, 121 I v 
+VOG,C + V0C,Cm I v 1 Cl - ur 

= 

(3) 

where the Mach number M ,  and the total velocity Vo ar. 
slowly varying and where: 
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SOS 
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(4) 

The state-space form of the non-linear system of the mis- 
sile is written in a matrix form: 

= [ ; ; ] = [ : ; I  
For the selected outputs (lateral velocities) an approxi- 

mate input-output linearisation has been applied in our previ- 
ous work [l]. A combination of neglecting sufficiently small 
terms during the differentiation process and proposing an out- 
put that is an approximation of the desired one has been used 
which has resulted in a linear equivalent system with total rel- 
ative degree equal with the order of the system. This means 
there is no part of the system dynamics which is rendered 
“unobservable” in the approximate input-output linearisation. 
Since there is no intemal (zero) dynamics the stability of the 
linearised system can be guaranteed and the tracking problem 
is solved 171 . 

The effect of neglecting small terms (the side-slip force 
acting on the control surfaces) in the g vector field is to elimi- 
nate a non-linear zero in the system within the model descrip- 
tion, and which is not taken into account in the non-linear 
control design. It has been shown in [5] that provided the 
side-slip force is not too great this will not affect the perfor- 
mance of the control design in a significant manner. 

The required static state feedback for decoupled closed 
loop input/output behaviour is given by [7] as: 

where E-’ is the decoupling matrix of the system and it is 
nonsingular. 

After applying the feedback linearisation technique the 
linearised closed loop system can be written as: 

(7) 

where v is the new linearised system input. 
It ha3 been shown [l] that the desired tracking perfor- 

mance for lateral acceleration can be obtained by assuming 

y .  - vi 
a -  

an exact knowledge of aerodynamic coefficients and missile 
configuration parameters (i.e., reference area, Mach num- 
ber, mass, moment of inertia). In practice however, this as- 
sumption is not valid and also, if there are parameter varia- 
tions or external disturbances, feedback-linearisation can no 
longer guarantee the desired performance or neither is robust- 
ness guaranteed. For these reasons, a combination of an in- 
pudoutput linearisation technique (nonlinear control law) and 
a fuzzy logic controller (trajectory controller) have been cho- 
sen to be considered here. 

3 Multi-modelling: Sensitivity Analysis 

The variations in aerodynamic coefficients have introduced 
parametric uncertainties into the non-linear system. 

It has been found that some coefficients can be allowed 
larger percentage variation from the nominal case than others. 
Within the system we are able to tolerate f 5 0 %  uncertainty 
in cy,, cy,, cnr before i t  goes unstable. 

Also for a range of 2~25% change, the aerodynamic coeffi- 
cient Cy, can vary before the side-slip velocity exceeds 10% 
steady state error within the feedback linearised loop. For 
similar performance, Cy, can vary by -+15%, and the most 
sensitive coefficient, X,,, can vary by f1.5%. 

The centre of pressure coefficient zcp and the control sur- 
faces eye polynomials have most significant effect on the 
close loop performance (the system is very sensitive to small 
changes) while the damping moment contribution in c,, is 
small and the system is almost insensitive so can be simpli- 
fied to be independent of aerodynamic roll angle. 

The sign of xcp can tell us whether the system is stable 
or not. When the 0 term of x,, is varied to around +50% 
change we get an unstable system. 

In a real flight scenario, for every instance of this mis- 
sile type, the aerodynamical functions may deviate from their 
nominal values, taken in wind tunnel measurements. In order 
to explore the complexity of the problem we have assessed 
the open and closed loop system for different autopilot de- 
mands by computing the lateral acceleration and side-slip ve- 
locity errors. For simplicity we have studied the single plane 
( lateral or vertical motion ) when roll angle is 0”. 

4 Fuzzy trajectory controller 

The autopilot design shown in figure 4 consists of the missile 
dynamics presented by 

j . =  f(.) + N(.) + ( d x )  + Ag(.))u (8) 
Y = N x )  

which presents the multi-modelling frame. A fast 
250[rads/sec] second order linear actuator is included within 
the missile dynamics. Fin angles and fin rates are states of the 
system. The non-linear control law is 7, derived by the 
feedback linearisation technique, which decouples the sys- 
tem. Two fuzzy logic trajectory controllers are used in the 
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Figure 4: Trajectory control design 

outer loop for the lateral w, and vertical w channels respec- 
tively. An optimisation procedure is used to tune the mem- 
bership functions and the rules of the Fuzzy Logic Controller. 
The fixed gains used in the design of the nominal model cor- 
respond to natural frequency w,, = 50(rad/sec) and damp- 
ing factor < = 0.7 of the closed loop system. 

The trajectory controller has been designed, based on a 
fuzzy inference engine, as a two input - one output system 
with five membership functions for each variable. The mem- 
bership functions’ positions and the rules are generated using 
an evolutionary algorithm. 

5 Evolutionary Algorithm Structure 

The proposed framework maintains a population of fuzzy 
rule setS with their membership functions and uses the evolu- 
tionary algorithm to automatically derive the resulting fuzzy 
knowledge base. 

A hybrid real valuedhinary chromosome has been used to 
define each individual fuzzy system. Figure 5 shows the chro- 
mosome structure for a four membership function system (for 
clarity). In this work we actually used five member functions 
for each of the inputs and the output. The real valued param- 
eters are defined as being the [Sa 6b Sc Sd] and lie in the range 
(0,1]. The binary component encodes the set of rules used in 
the system. Each rule is either on or off (0/1) and corresponds 
to the form: 

where Ai denotes membership function i of input A, Bj 
denotes membership function j of input b, and Oh denotes 
membership function IC of the output 0. This process allows 
a full set of rules to be developed for the fuzzy system, but 
maintains a fixed length chromosome. The five membership 
function structure leads to a chromosome with 12 real valued 

if Ai AND Bj then 01, (9) 

genes and 125 binary genes. The fuzzy system used product 
for the member function ‘AND’. The ‘ O R  function was not 
required as the rules were all expressed as ‘AND’ terms. The 
implication method was to chose the minimum value and crop 
the output member functions. The aggregation method was to 
choose the maximum values of the set of member functions. 
A centroid approach was used to defuzzify the output. 

The evolutionary algorithm[S] follows the usual format 
of ranking, selection, crossover, mutation and evaluation but 
with the real and binary parts of the chromosomes being pro- 
cessed separately. A multi-objective approach was used to 
identify good solutions. A method known as non-dominated 
ranking was used in the evolutionary algorithm to allow the 
multi-objective problem to be handled easily. A detailed de- 
scription of the non-dominated ranking process may be found 
in [9], and is based on several layers of classifications of 
the individuals. To classify the individuals, the population is 
ranked on the basis of non-domination: all non dominated in- 
dividuals are classified into one category and given a dummy 
fitness value, which is proportional to the population size, to 
provide an equal reproductive potential for these individu- 
als. To maintain the diversity of the population, these clas- 
sified individuals are shared using their dummy fitness val- 
ues, based on relative chromosome vectors. Then this group 
of classified individuals is ignored and another layer of non 
dominated individuals is considered. The process continues 
until all individuals in the population are classified. 

A population of 100 individuals was maintained by the al- 
gorithm. Each generation, 20 individuals were selected for 
breeding. Crossover was performed at a rate of 0.9, with in- 
termediate crossover being used for the real values and uni- 
form multi-point crossover for the binary part. A mutation 
rate of 21137 was used. Selective pressure (SP) of 1.7 is used. 
The high crossover and low selective pressure is to slow con- 
vergence to help prevent local optimum being exploited. The 
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Figure 5:  FLC chromosome structure (4 member functions) 

twenty new individuals were evaluated and then concatenated 
to the old population, forming a set of 120 individuals. Non- 
dominated ranking was then applied to this set and the best 
100 were taken for the next generation. 

In this application much of the feasible space of the con- 
troller is little used (see the results section). The genes re- 
sponsible for these areas will settle to some semi-random 
state. That is why sometimes solutions having very similar 
used control surfaces may have very different chromosomes. 
This feature upsets the sharing process. A token value of 
oshare = 0.5 was used, because varying ushare has little ef- 
fect in this application. 

Stochastic universal sampling is used to select good indi- 
viduals from the population for breeding. Since individuals in 
the first front have the maximum fitness value, they are more 
likely get more copies than the rest of the population. This al- 
lows the algorithm to search for non-dominated regions, and 
results in convergence of the population toward such regions. 
The main strengths of the non-dominated ranking technique 
is that it can handle any number of objectives independently. 
The population in the final generation will be mainly non- 
dominated. 

6 Optimistic Reference point approach 

Depending on how we consider the objectives will affect the 
Evolutionary algorithm behaviour in terms of convergence 
and searching through feasible regions for acceptable solu- 

tions. Previously [3] we have used the surrogate additive 
function which transfers the vectorised multi-objective prob- 
lem into a scalar optimisation problem. 

One way to explore this problem is to define closed loop 
performance criteria as four objectives by using the reference 
point approach [lo]. Other researchers [Il l ,  [12] have ap- 
plied similar ideas by using goal attainment method to a gas 
turbine engine model. 

The tradeoff information generated by the evolutionary al- 
gorithm can contribute to a better understanding of the com- 
plexity of the problem. Generally the objective criteria are 
incomparable and the numerical values may differ consider- 
ably. This can make the tradeoff plots difficult to view. A pro- 
cedure for normalisation must be used to convert the criteria 
yj(x) into a dimensionless function ~ j ( x )  for which usually 

The optimistic reference point approach [ 10],[13] known 
also as using a function of losses represents the losses from 
the ideal values y; for the objectives: 

E [O, 11. 

If the ideal values y; are very small numbers or yj* + 0, 
an alternative form can be used 

Y; - Yj (XI 
Yjmax - Yjmin 

qj(x) = , j  E [l, ..., m]. (11) 

Where yjmaz and yjmin are respectively the maximum 
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and minimum values of the criterion yj(x) in x in X. X is 
the set of feasible solutions and a proper subset of the solution 
space Rm. 

This approach is called optimistic, because the most de- 
sired values y; for the objectives in equation 10 are chosen. 
This is applied to all four closed loop performance criteria: 
rising time, steady state error, overshoot and settling time. 

The closed loop performance criteria are chosen as follow- 
ing: 

0 Side-slip velocity steady state error: 

0 Overshoot: 

(13) 
os* - Os(x) 

w(z) = os,,, - OSmin 

0 Rise time: 

0 Settling time: 

(15) 
Ts* - T s ( x )  

lj14(2) = Ts,,, - Tsmin 
Table 2 shows the reference points used in the objective cal- 
culations. 

both error and the derivative of the error are zero, which is 
the steady state area of the response. 

Figure 7(c-f) shows the surfaces used and the correspond- 
ing side slip velocity responses for the two alternative solu- 
tions from the non-dominated set. The solution (c) has very 
little overshoot, but has a slow rise time and good settling 
time and is less robust. Solution (e) has a very fast rise time, 
no overshoot, a good settling time but poor steady state error. 

Solutions (a) & (c) have similar surfaces showing a 
‘winged’ pattern. Solution (e) is quite different and has a 
‘double valley’ response. 

0 9 1  A 

Figure 6: Trade-off plot for three non-dominated solutions. 

7 Results 

The fuzzy surface has been developed with the model exer- 
cising the nominal aerodynamic coefficients. The fuzzy logic 
controller has been tuned for the nominal case of the aero- 
dynamical coefficients, demand 2.57[m/sec] corresponding 
to lg  pull lateral acceleration, and tested for parameter varia- 
tions within the ranges specified in section 3. Two particular 
combinations of variation have been used: 

Robust performance to these errors within less than 5% rela- 
tive steady state error has been achieved. 

In a typical run, about 80% of the solutions in the final 
population are non-dominated. Figure 6 shows the tradeoff 
plot for three of the non-dominated solutions. Figure 7(a) 
shows the fuzzy surface of a trajectory controller generated 
by the evolutionary algorithm with the paths taken for the 
nominal (circles) and perturbed cases (dots). This is the con- 
troller that delivers the smallest steady state error, but the set- 
tling time is faster than required, and there is overshoot. Fig- 
ure 7(b) shows the side-slip velocity response for the nominal 
case and two cases with extreme coefficient values (detailed 
below). The most fired rule (70%) in this solution is when 

8 Conclusions 

We have evaluated the robustness of feedback linearisation on 
the significant parametric uncertainty introduced into the sys- 
tem through the aerodynamic coefficients. We have proposed 
a fuzzy outer loop to improve the robustness. We have shown 
that the evolutionary algorithms can produce a good set of re- 
sults that populate the Pareto solution set, allowing the system 
designer the flexibility of trading one solution against others 
to achieve a desired performance. 

As figure 7 demonstrates, by monitoring the usage of the 
controller surface, combined with the fuzzy control approach, 
an insight can be gained into the operation of robust con- 
trollers that are created using the evolutionary process. 
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A Nomenclature 
X 

Y 

9 
r 
U 

Z 

V 

W 

v o  

c 
rl 

roll axis 
pitch axis 
yaw axis 
Pitch rate 
Yaw rate 
Velocity along the roll axis 
Velocity along the pitch axis 
Velocity along the yaw axis 
Total Velocity 
Elevator angle 
Rudder angle 

Inertia 
Mass of the airframe 
Missile diameter 
Wing chord 
Air density 
Centre of Gravity 
Centre of Pressure 
Fin moment arm 
Speed of sound 

B Physical Parameters of the HORTON Missile 

60 



Sideolicvelailv lor 10 demand 

2000 

iom] 

0 

5 B -mo 

b 

-1om 

3 
-2000 

-15W 

0 05 01 0 15 0 2  0 25 0 3  I 
Time in [sec] 

Sierlip veiaily lor l g  demand 

0 05 01  0 15 0 2  0 25 0 3  
T w i n  [see] 

Sldeslw velocilv lor la demand 

Time in [sec] 

Figure 7: Three alternative Pareto solutions 
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