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Abstract

Vancomycin can induce potent adverse side effects if 

drug concentration is not controlled within a narrow 

safety range. Therefore, therapeutic drug monitoring 

(TDM) is followed to adjust dose and help monitor 

treatment effects. Because TDM are not helpful in 

patients taking vancomycin for the first time, use it to 

ensure medication safety has a limitation. This study 

aimed at using decision tree induction to predict outcomes 

of vancomycin. Research results demonstrate that the 

asymmetric distribution among classes in the TDM data 

would result in prediction deviation. An ideal model with 

good prediction efficacy could be established by adjusting 

the ratio among outcome classes through “over-sampling 

for expanding minority data”. The prediction model 

would be helpful in controlling the positive and negative 

effects of vancomycin treatment, improving care at the 

patient level and improving costs at the social level. Some 

interesting decision rules derived from the decision tree 

were analyzed its clinical meanings. Precious prescription 

knowledge is thus extracted and accumulated. 

Keywords vancomycin, therapeutic drug monitoring 

(TDM), C4.5 decision tree analysis, prediction deviation 

1. Introduction

Since vancomycin was first marketed in 1958, it has 

become one of the most commonly prescribed antibiotics 

in medical institutions due to its powerful bacteriostatic 

effect on Gram-positive bacteria and its effective 

treatment to Methicillin-resistant Staphylococcus aureus

(MRSA). However, vancomycin has a very narrow range 

of effective concentrations (peak and trough blood 

concentrations 20 ~ 40 and 5~10 g/mL, respectively). 

Extremely high vancomycin concentrations can induce 

toxic responses, whereas low concentrations can induce 

bacterial resistance to antibiotics, influencing immediate 

therapeutic effect and probability of future success with 

antibiotic treatment. Therefore, therapeutic drug 

monitoring (TDM) is usually employed to adjust dose and 

help monitor treatment effects. TDM is a procedure that 

encompasses the measurement of serum drug 

concentrations in blood or other fluids (e.g. saliva) and 

the application of clinical pharmacokinetics to optimize 

drug therapy in individual patients [4]. The initial dose of 

vancomycin can be estimated based on the physician’s 

personal experience or a simple nomogram dosing 

method based on information about gender, age, SCR, 

and BUN [10, 11, 14], but the inexactitude of the 

methodology leaves open the possibility of insufficient or 

over dosage. 

Data mining can extract potential valuable 

knowledge submerged in a large body of existing data to 

establish a model describing the correlation between 

characteristics of data and results of events, which is 

helpful in decision-making. It has been widely applied in 

medical research including the prediction of optimal 

respirator pressure in intensive care units [5], breast 

cancer diagnosis [13], prediction of cardiac ischemia [7], 

search for appropriate clinical pathway [9], and so on. 

These applications have achieved good results in their 

setting. The present study aimed at using decision (or 

classification) tree technique, which can generate easy 

and interpretable rules, to construct a classification model 

for predicting the outcome of vancomycin treatment from 

a TDM data. A successful model would be helpful in 

controlling the positive and negative effects of 

vancomycin treatment, improving care at the patient level 

and improving costs at the social level. 

The decision tree generates rules for the 

classification of a dataset. It is focused on use of training 
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data (historical data) with known classes and attributes

(the characteristics of data that may affect the class of 

training data) to establish a tree-like structure that

represent the correlation between attributes and classes. 

This will help users to classify a new (unclassified)

dataset.

The key concept of decision trees is using an

attribute selection function to choose the most appropriate 

attribute from all candidate attributes as the root nodes

and internal nodes that can used to classify training data.

Basic algorithm of decision trees is shown as following:

1. First of all, construct the root node of the

decision tree. Set the root node as the current

node C, and assign all the training examples

to node C.

2. If all the examples of node C belong to the

same class, then this class should be

identified as decision class of node C, and the

analysis can be stopped. Otherwise, proceed

to step 3.

3. According to all examples of node C, with

use of attribute selection function, choose the

attribute Ac that has the best differential

capacity from all candidate attributes Ai.

Attribute Ac should not been used on the

pathway from the root node to the current

node C.

4. Suppose the attribute value of the chosen

attribute Ac has m values; establish child

node C1, C2,…., to Cm under the node C

according to the m value of Ac, and assign all

examples of node C into appropriate child 

nodes based on the attribute value.

5. Set each child node Ci as the current node C,

goes to step 2, and proceed to construct

decision tree. 

Most common decision tree methods include ID3

C4.5 [12] CN2 and AQ15 [1]. The major difference

between them is attribute selection they used. The C4.5 is

an extension of the ID3 algorithm and it is capable of

dealing with numerical (continuous) attributes. It uses

Gain-Ratio Measure to select attributes so that it can 

prevent from the preference of choosing multi-value

attribute. Based on these considerations, C4.5 is chosen in 

this study.

2. Methods 

The dataset 

The dataset in the present study was obtained from

the pharmaceutical records of 1075 patients who were

prescribed vancomycin for more than five days and

received TDM monitoring at a southern medical center

from January 1990 to December 2003. Patients receiving

dialysis were excluded because of impaired renal function

and the differential hemodialytic capacity, which would

complicate the factors affecting circulatory drug

concentration. Therefore, the TDM records of 955 eligible

patients formed the dataset. When records with missing

body weight information were excluded, 669 complete

TDM records were identified. We categorize the TDM

records as adequate and inadequate treatment outcomes in

consultation with professional pharmacists. The definition

of adequate treatment outcome for TDM data is

documentation of peak and trough of circulatory drug

concentrations of 20 ~ 40 g/mL and below 10 g/mL,

respectively, after more than five days of vancomycin

treatment. Among the 669 records, 122 patients and 547

patients were classified as adequate and inadequate

treatment outcomes, respectively.

The present study used seven TDM data attributes,

including gender, age, and body weight, renal function

tests BUN and SCR, as well as vancomycin dose and

dosing intervals to construct the decision tree for

predicting the adequacy of vancomycin treatment. The

attributes and statistical description of vancomycin TDM

data are listed in Table 1.

Table 1. Attributes and descriptive statistics of 

vancomycin TDM data

Attributes Attribute

values

descriptive statistics

Gender M for male, F 

for female

462 male and 207 female

Age (years) Minimum 17, 

maximum 98

Mean 61.21, standard

deviation 15.5 

Body weight

(kg)

Minimum 30, 

maximum 121 

Mean 63.77, standard

deviation 14.48 

BUN Minimum

1.14,

maximum

162.2

Mean 29.7, standard

deviation 24.1 

SCR Minimum

0.22,

maximum

5.91

Mean 1.27, standard

deviation 0.73 

Dose (mg) Minimum 50, 

maximum

2000

Mean 690.4, standard

deviation 241.58 
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Dosing

Intervals

Minimum 6hr,

maximum

48hr

6hr:126 persons 

8hr:131 persons 

12hr:271 persons 

24hr:120 persons 

48hr:21 persons 

Construction of prediction model 

The model for predicting vancomycin treatment

outcome was initially established by using C4.5 decision

tree methods to analyze the TDM data. The prediction

efficacy of the model is usually good if the classification 

model is established by using data that is evenly

distributed among various classes. However, the model

prediction results would deviate to the class with the 

majority of data if a significant difference exists in data 

quantity among various classes. This was the situation in

our TDM data because there was a significant difference

in the distribution of data class Y and N (Y, adequate: N,

inadequate = 122 : 547). 

Under-sampling for reducing majority data [6, 15]

and over-sampling for expanding minority data [3, 8] are

the two most common methods in the literature to resolve

a putative prediction deviation. Under-sampling for

reducing majority data can resolve prediction deviation

through exclusion of some data from majority class to

lessen the distribution difference among classes. However,

the constructed decision tree would suffer from

insufficient training due to the possibility of an 

insufficient training data.

On the contrary, over-sampling for expanding

minority data is done to lessen the distribution difference

among various classes by expanding minority data.

DeRouin [3] proposed decreasing the difference in data

quantity among classes by replicating minority data using

a neural network. Lewis and Catlett [8] indicated that

direct replication of data from minority classes is the

simplest and most effective method to resolve prediction

deviation problem, and this is the method we used in this

study.

Evaluation criteria 

Two performance indexes, including True Positive

rate (TP rate) and False Positive rate (FP rate) for each 

class[16] were used to evaluate prediction efficacy. 

Taking the confusion matrix in Table 2 as an example, the

TP rate for Y class is the ratio [
A

(A B)
], which is the

number of the records correctly predicted as Y class over

the number of the records belonging to the real Y class;

the FP rate is the ratio [
C

( C D)
], which is the number of

the records that incorrectly predicted as Y over the

number of records belonging to the real N class. If we

focused on the N class, the TP rate for N class would be
D

( C D)
and FP rate would be

B

(A B)
. The overall

accuracy formula
(A D)

(A B C D)
evaluates the overall

efficacy of the prediction by divided the number of

correctly predicted as Y or N with the number of all 

training records. 

The outcome prediction model constructed in this

study requires robust prediction efficacy for each class so

that it could help medical professionals. Therefore, the

constructed model needs to have good TP rate with a low

FP rate for each class. 

Table 2. Confusion matrix

(Unit: number ) 

Predict

adequate

outcome (Y) 

Predict

inadequate

outcome (N)

Adequate outcome(Y) A B

Inadequate outcome (N) C D

The above efficacy was evaluated by using 10-fold

cross-validation. The technique of 10-fold

cross-validation randomly divides the training data into

10 groups with equal number of data according to the

original ratio of data classes, then uses 9 groups to

construct the model and use the rest group to test its 

efficacy, respectively. The above steps are performed 10

times for each group to be the test data in turn; then

efficacy of the prediction is the average of the 10 

experimental results.

3. Results 

We used data mining software Weka [16] for

construction and performance evaluation of our prediction

model. The prediction efficacy of the decision tree is 

shown in Table 3. 

Table 3. Evaluation of efficacy of the decision tree 

TP rate FP rate 

Y class 0.180 0.011

N class 0.989 0.820

Accuracy: 84.16 % 

Table 3 shows that the prediction results of the

decision tree have an apparent deviation toward N class
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with majority data, whereas the prediction efficacy for the

Y class with minority data was bad. The model prediction

deviation possibly originated from the asymmetric 

distribution of data among classes (Y:N = 122:547)

Therefore, over-sampling for expanding minority data as

proposed by Lewis and Catlett [8] was implemented to 

adjust the classes distribution of data and, hopefully, to

solve the problem of prediction deviation.

Over-sampling for expanding minority data to 

solve prediction deviation 

To determine the optimal replication number for

promoting efficacy of the prediction model, we expanded

the data quantity of Y class to various status, such as 244, 

366, 488, and 610; the effect on the efficacy of the

prediction model was investigated by 10-fold

cross-validation again; results are shown in Table 4. 

Table 4. The effect of over-sampling for expanding

minority data on model categorical efficacy 

Ratio

between

classes (Y:N)

Y:TP

rate

N:TP

rate

Y:FP

rate

N:FP

rate

Accuracy

122:570 0.180 0.989 0.011 0.820 84.16 %

244:570 0.533 0.870 0.130 0.807 76.61 %

366:570 0.716 0.823 0.177 0.284 77.98 %

488:570 0.828 0.768 0.232 0.172 79.61%

610:570 0.884 0.755 0.245 0.116 82.28 %

Over-sampling for expanding minority data

efficiently promoted the accuracy and TP rate for Y class.

The TP rate of N class was slightly decreased due to 

alteration of class distribution. Considering the

requirement of good prediction efficacy to each outcome

class to meet the application requirement, we concluded

that replicating data of Y class four times would

significantly improve the efficacy of prediction model

Decision rules 

The interpretation of the decision tree requires

intensive discussions between information technologists

and clinical pharmacists. Knowledge of treatment

efficacy can provide clinicians with important

information for making quantitative therapeutic decisions.

According to the decision tree has been constructed,

the order of attributes the decision tree used for 

classification are: dosing interval weight or SCr age and 

dose. Some important rules derived from the decision tree

are listed below.

R1: If (dosing interval is 24 hours) and (weight

greater 30kg) and (SCr less than 0.99mg/dL)

and (age greater than 50), then given dose

between 500mg and 1000mg usually will

obtain expected treatment outcome.

R2: If (dosing interval hour less then 8 hours) and 

(weight between 50kg and 59 kg) and (SCr

less than 1.99mg/dL), then given dose 500mg

usually will not have the expected treatment

outcome.

R3: If (dosing interval equals to 12 hours or 24

hours or 48 hours) and (weight greater then

50kg) and (SCr between 2.01mg/dL and

2.99mg/dL) and (age greater then 40), then

given dose between 500mg and 1000mg

usually will not have the expected treatment

outcome.

4. Conclusions 

Clinical effect and medical safety are important

factors when considering treatment with vancomycin.

Although several methods in the past few years have been

proposed to adjust doses for various patient populations,

unexpected outcome still exists. The present study

established a prediction model for evaluating outcome of

vancomycin treatment by using decision tree analysis; use

of this model would help medical professionals to make

full use of the experience submerged in the vancomycin

TDM records in order to control the effect of vancomycin

treatment and reduce possible adverse side effects.

Another aim of this study is to facilitate the

discovery of concise and interpretable information from

large amounts of data. The decision tree can be

transformed into easily understandable rules. Precious

prescription knowledge can be accumulated in medical

institutes if clinical pharmacists can analyze and interpret

the clinical meanings of decision rules by using their own

clinical experiences and pharmaceutical theory. In

addition, the model can be used to teach medical

professionals in training how to provide timely, effective,

and safe treatment that can achieve the purposes of

shortening treatment course and decreasing medical costs.

Although the present study constructed the

prediction model for treatment outcome only on the bases

of vancomycin-specific TDM data, the establishment
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procedure can be applied to various medications for

which TDM monitoring is used. Future research can 

integrate other data mining techniques and

pharmacokinetic theory to develop a prediction model

that can correctly predict medication dose. This would

allow medical professionals to have the ability to predict

the dose and use of medication with both more

convenience and precision, improving the quality of

medical care. 
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