
proteins
STRUCTURE O FUNCTION O BIOINFORMATICS

PREDICTION REPORT

Protein classification with imbalanced data
Xing-Ming Zhao,1,2,3 Xin Li,4 Luonan Chen,1,3,5,6* and Kazuyuki Aihara1,3*

1 ERATO Aihara Complexity Modelling Project, JST, Tokyo 151-0064, Japan

2 Intelligent Computing Lab, Hefei Institute of Intelligent Machines, Chinese Academy of Sciences,

Hefei, Anhui, 230031, China

3 Institute of Industrial Science, The University of Tokyo, Tokyo 153-8505, Japan

4Department of Computer Science, Hong Kong Baptist University, Hong Kong

5Department of Electrical Engineering and Electronics, Osaka Sangyo University, Osaka 574-8530, Japan

6 Institute of Systems Biology, Shanghai University, Shanghai 200444, China

INTRODUCTION

Annotating new sequenced proteins with structural and func-

tional features is one of the core problems in computational biol-

ogy. One way to approach this problem is to classify a new protein

into some certain known protein class so that the structural and

functional features of the query protein can be easily identified.

This problem is usually referred to as protein classification. In the

literature, a variety of methods, e.g., PSI-BLAST,1 position-specific

weight matrices,2 and Hidden Marked Models (HMM),3 have

been developed for protein classification. Recently, machine learn-

ing techniques, e.g., Support Vector Machines (SVMs)4–7 and

neural networks,8 have also been successfully applied to protein

classification and shown the superiority to other methods.

Generally, protein classification is a multi-class classification problem

and usually reduced to a set of binary classification problems, where one

classifier is designed for each class. The proteins in one class are seen as

positive examples whereas those outside the class are seen as negative

examples.4,5 However, the imbalanced problem will arise in this case

because the number of proteins in one class is usually much smaller

than that of the proteins outside the class. As a result, the imbalanced

data cause classifiers to tend to overfit and to perform poorly on the mi-
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ABSTRACT

Generally, protein classification is a multi-class clas-

sification problem and can be reduced to a set of bi-

nary classification problems, where one classifier is

designed for each class. The proteins in one class

are seen as positive examples while those outside

the class are seen as negative examples. However,

the imbalanced problem will arise in this case

because the number of proteins in one class is usu-

ally much smaller than that of the proteins outside

the class. As a result, the imbalanced data cause

classifiers to tend to overfit and to perform poorly

in particular on the minority class.

This article presents a new technique for protein

classification with imbalanced data. First, we pro-

pose a new algorithm to overcome the imbalanced

problem in protein classification with a new sam-

pling technique and a committee of classifiers. Then,

classifiers trained in different feature spaces are com-

bined together to further improve the accuracy of

protein classification. The numerical experiments on

benchmark datasets show promising results, which

confirms the effectiveness of the proposed method in

terms of accuracy. The Matlab code and supplemen-

tary materials are available at http://eserver2.sat.

iis.u-tokyo.ac.jp/~xmzhao/proteins.html.
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nority class. Despite the considerable success, existing meth-

ods tend to misclassify the examples in the minority class

(positive examples in this case) especially when the data are

highly imbalanced. Recently, the imbalanced problem has

attracted much attention in machine learning community. A

number of solutions have been proposed at both algorithmic

and data levels.9 At the algorithmic level, one-class learning

algorithm10,11 and feature selection12,13 methods have

been proposed for the imbalanced problem. In the one-class

learning algorithm, a classifier is trained only on the exam-

ples of the target class. The one-class learning algorithm has

been shown to be particularly useful when used on extremely

imbalanced data in a high dimensional noisy feature space.14

On the other hand, the feature selection methods select the

features that lead to better separability between two classes

and these features can capture the high skew in the class dis-

tribution.9 At the data level, various variants of resampling

techniques have been proposed, including oversampling,15

undersampling,16,17 and the combinations of these two

methods.18 Furthermore, boosting algorithms, which utilize

the multiple classifier system and resampling, have also been

applied to the imbalanced problem.19 In this article, inspired

by the methods presented in Ref. 18 and Ref. 20, we proposed

a new hybrid sampling algorithm, which integrates both en-

semble classifier and over-sampling techniques, to overcome

the imbalanced problem in protein classification.

Moreover, in this article, classifiers trained in different

feature spaces introduced by different feature extraction

methods are combined together to further improve the ac-

curacy of protein classification. Generally, an ensemble of

classifiers can obtain better results compared with any com-

ponent classifier in the ensemble.21 Recently, the ensemble

classifier has been applied to protein classification and

shown promising results.22–24 In these methods, different

classifiers trained in the same feature space are combined

together to improve the performance, which is nothing

more than the comparison of classifiers. On the other

hand, the success of protein classification depends largely

on the construction of the feature space that a classifier will

work in, and it has been found that the same classifier

working in different feature spaces gives different results for

the same classification problem.5,4,25 Therefore, in addi-

tion to the new hybrid sampling algorithm, we further de-

velop a new technique for protein classification by combin-

ing classifiers working in different feature spaces so that the

classifiers from different feature spaces can complement

each other. The numerical experiments on benchmark data-

sets show promising results and confirm the effectiveness of

the proposed method. The Matlab code is available at

http://eserver2.sat.iis.u-tokyo.ac.jp/~xmzhao/proteins.html.

METHODS

Feature extraction

To utilize machine learning techniques for protein clas-

sification, each protein sequence needs to be converted

into a fixed length feature vector. In literature, many

methods have been proposed for extracting features from

protein sequences, such as hydrophobicity,7 sequence

similarity,5 and mismatch alignment kernel.4 In this

work, the pairwise sequence similarity that has been suc-

cessfully applied to protein homology detection5 was

employed here to convert protein sequences into feature

vectors. Three methods, namely local alignment (LA)

kernel,25 Smith-Waterman (SW) algorithm,26 and Nee-

dleman-Wunsch (NW) algorithm,27 were adopted to

measure the similarity between a pair of protein sequen-

ces. The LA kernel measures the similarity between a pair

of protein sequences by constructing a kernel function,

while SW and NW are two different sequence alignment

algorithms. SW is a local alignment algorithm and NW is

a global alignment algorithm, and both can be utilized to

measure the similarity among protein sequences. The

details of LA, NW, and SW can be found in,25,27,26

respectively.

With the three methods described earlier, we can get

three similarity matrices, where each element in the mat-

rices represents the similarity between a pair of proteins.

Therefore, each protein sequence Si can be expressed as a

vector:

f ¼ ½simðSi; S1Þ; . . . ; simðSi; SnÞ� ð1Þ

where sim(Si,Sj) denotes the pairwise similarity between

protein Si and protein Sj in the training set, n is the total

number of proteins in the training set, and the pairwise

similarity here means the similarity measured by any

methods described above. Furthermore, all the vectors

are standardized to have mean 0 and variance 1. Since

different feature extraction methods introduce different

feature spaces, we can obtain three kinds of classifiers

working in three different feature spaces by LA, NW, and

SW, respectively, in this article.

Ensemble classifier for protein classification

In this section, we present a new ensemble classifier

for protein classification. In this work, protein classifica-

tion is reduced to a set of binary classification problems,

where proteins in one class are seen as positive examples

while those outside the class are seen as negative exam-

ples, i.e., ‘‘one vs rest.’’ Figure 1 shows the schematic

flowchart of the proposed method. First, a new tech-

nique, namely EnClassifier, is utilized to handle the

imbalanced problem, where we set a threshold of three

because the imbalanced problem generally arises when

the ratio of sizes between majority class and minority

class is larger than three. Subsequently, an ensemble of n

classifiers is trained on the processed data and applied to

protein classification. Since there are three different ways

for feature extraction in this article, the number of classi-
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fiers in Figure 1 is three, i.e., n 5 3, where the EnClassi-

fier is seen as a single classifier. Next, we explain the pro-

posed method in details.

Rebalancing imbalanced dataset

After getting the feature vectors for the protein

sequences, one classifier can be designed for each protein

class, and the new protein sequence can be classified into

the class with the biggest decision value. However, as

described previously, the imbalanced problem will arise

in this case. To overcome this problem, a new sampling

method which integrates both under-sampling and over-

sampling techniques, is proposed here. To further boost

the performance, a committee of classifiers is employed

in this article. That is, one classifier is trained on each

dataset, and the final result is obtained by fusing the

results from the base classifiers.

Figure 2 presents the schematic flowchart of the pro-

posed method for rebalancing the imbalanced dataset. In

this method, the majority class is first under-sampled

and split into m groups, where each group has the same

or similar size. On the other hand, the SMOTE algo-

rithm18 is used to over-sample the minority class so that

the minority class has nearly the same size as each group

generated from the majority class. After the sampling

procedure, we get m new datasets from the majority class

and one augmented minority class, where each of m

datasets from the majority class has the similar size as

the augmented minority class. The minority class and

each group from the majority class will form a new

training set, and consequently we get m new training

sets, i.e., {majority class group 1, minority class}, . . . ,
{majority class group m, minority class}. With the newly

generated datasets, we train m classifiers with one for

each training set. Given a new test example, the predic-

Figure 1
Schematic flowchart of the ensemble classifier, where ‘‘majority’’ denotes the majority class, and ‘‘minority’’ stands for the minority class.
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tion result is obtained by fusing the outputs from the m

classifiers. The technique of the ensemble classifier pre-

sented in this subsection is denoted as EnClassifier here-

inafter.

Protein classification with ensemble classifier

With different feature extraction methods described

earlier, each protein is described in a different way. It has

been shown that different descriptions for proteins can

lead to different results.5,25 Generally, there is no guar-

antee that one single method can always outperform

other methods in any cases. On the other hand, these

methods may complement each other, and the combina-

tion of these methods may lead to better results.22–24

In this work, we combine classifiers trained in different

feature spaces introduced by different feature extraction

methods. As shown in Figure 1, each classifier has inputs

with feature descriptions that are different from those to

the other classifiers, where the ensemble classifier

obtained in subsection 2.2.1 is seen as a single classifier.

Consequently, n classifiers can be constructed if there are

n different ways to describe the protein sequences. For a

new test example, the combination of outputs from the n

classifiers is the final decision. In this article, the simple

majority voting method is adopted both here and in

EnClassifier.

EXPERIMENTAL RESULTS

In this section, the proposed method was applied to

classify proteins of the benchmark datasets downloaded

from http://hydra.icgeb.trieste.it/benchmark, which is a re-

pository of benchmark datasets for protein classification.28

In this work, the proposed method was applied to four

datasets collected from SCOP29 and CATH databases30

with different specificity. These four datasets include

SCOP40_Minidatabase (Accession number: PCB00019),

SCOP95_Superfamily_Family_Filtered (Accession number:

PCB00020), SCOP95_Fold_Superfamily_Filtered (Acces-

sion number: PCB00022), and CATH95_Topology_Homo-

logy_Filtered (Accession number: PCB00028). Table I sum-

marizes the data used in this study, where Min denotes

the minimum number of samples and Max the maximum

number of samples. Table I shows that the ratio between

some positive samples and negative samples in the training

set is about 1:60, which evidently demonstrates that the

class imbalance exists in the data.

To evaluate the performance of the proposed method,

the AUC (area under ROC curve) score was adopted in

this study. Before applying the proposed method to pro-

tein classification, we need to determine the value of m

in Figure 2, i.e., the split number of the majority class. In

this article, the 10-fold cross-validation was utilized to

Figure 2
Schematic for EnClassifier.

Table I
Summary of Data Descriptions

Data sets # Samples

Positive
samples

Negative
samples

Classification
tasksMin Max Min Max

PCB00019 1357 10 168 592 670 55
PCB00020 11,944 10 771 566 587 246
PCB00022 11,944 10 1013 555 587 191
PCB00028 11,373 10 1301 503 573 199
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determine the value of m. Furthermore, a series of classi-

fiers were employed to demonstrate the performance of

the proposed rebalancing technique, and these classifiers

include the nearest neighbor classifier (1NN), Support

Vector Machines (SVMs),31 C4.5 decision tree,32 and

logistic regression (logreg).33 The details of implementa-

tion of the classifiers are described as follows.

For 1NN classifier, instead of using the ‘‘biological’’

1NN as described in Ref. 28, the 1NN classifier was per-

formed in the euclidean space with feature vectors gener-

ated by feature extraction. For the C4.5 decision tree, the

fraction of incorrectly assigned samples at a node is set

to 0.05. The 1NN classifier and C4.5 decision tree imple-

mented in the MATLAB Classification Toolbox34 were

employed here. For SVMs, we used the LIBSVM

library,35 where the RBF kernel was adopted with the

capacity parameter C set to 100 and the width parameter

set to be the median euclidean distance from any positive

training example to the nearest negative example.28 The

logistic regression model from the MATLAB statistical

toolbox was employed in this study. The parameters for

all the classifiers were fixed in the sequel.

Results on balanced versus imbalanced data

In this part, we investigated whether the proposed

rebalancing technique improves the performance of the

classifiers or not. First, the 1NN classifier was used as the

baseline classifier to generate new samples for the minor-

ity class so as to make the data balanced. Sequentially,

the imbalanced and balanced data were respectively used

as the inputs to all the four classifiers (i.e., 1NN, SVMs,

C4.5, and logreg) to compare the performance of the

classifiers on imbalanced versus balanced data. Note that

the parameters used for all the classifiers were the same

ones with or without rebalancing. Therefore, the compar-

ison of performance of classifiers before and after reba-

lancing can demonstrate the effectiveness of the proposed

rebalancing techniques. Table II shows the results

obtained via the four classifiers before and after rebalanc-

ing, by averaging over all the classification tasks for each

dataset, where LA_IB denotes the imbalanced dataset by

LA, LA_B denotes the balanced dataset by LA, and so on.

The detailed results can be found in the Supplementary

materials (S19.txt for PCB00019 dataset, and the same

for the other three datasets). It can be seen from Table II

that the results on the balanced data are better than those

on the imbalanced data for any classifier tested here. The

results in Table II confirm that the proposed rebalancing

technique can indeed improve the accuracy of protein

classification. On the other hand, the results also imply

that the imbalanced dataset can really degrade the per-

formance of classifiers.

Results by ensemble classifier
versus single classifier

Furthermore, we investigated whether or not the en-

semble of classifiers can improve the accuracy of protein

classification compared against the component classifiers

in the ensemble. Table III shows the results by the en-

semble classifier and the component classifiers, where the

results were averaged over all the classification tasks. The

detailed results by the ensemble classifier can be found in

the Supplementary materials (S_ensemble.txt). The

results in Table III clearly show that the ensemble classi-

fier outperforms any component classifiers, and also

prove that the information obtained in different ways

can complement each other.

In addition, to demonstrate the performance of the pro-

posed method, we countered the number of classes versus

a AUC score threshold for all the methods employed in

this experiment, which has been widely used to compare

Table II
The Results by the Four Classifiers on Balanced and Imbalanced Data

Dataset Classifier LA_IB LA_B NW_IB NW_B SW_IB SW_B

PCB00019 1NN 0.77 0.82 0.78 0.85 0.80 0.86
SVM 0.75 0.78 0.79 0.82 0.79 0.82
Logreg 0.76 0.83 0.68 0.88 0.63 0.83
C4.5 0.69 0.76 0.67 0.73 0.68 0.75

PCB00020 1NN 0.75 0.78 0.75 0.78 0.61 0.65
SVM 0.71 0.75 0.72 0.77 0.63 0.66
Logreg 0.71 0.80 0.60 0.81 0.52 0.78
C4.5 0.62 0.69 0.63 0.69 0.57 0.63

PCB00022 1NN 0.62 0.66 0.61 0.65 0.62 0.66
SVM 0.64 0.67 0.66 0.70 0.64 0.69
Logreg 0.60 0.70 0.52 0.67 0.50 0.64
C4.5 0.58 0.60 0.57 0.61 0.58 0.61

PCB00028 1NN 0.65 0.68 0.63 0.66 0.63 0.67
SVM 0.60 0.62 0.65 0.68 0.65 0.67
Logreg 0.57 0.63 0.53 0.61 0.52 0.59
C4.5 0.57 0.60 0.56 0.58 0.55 0.56

Table III
The Performance of the Ensemble Classifier Versus Single Classifiers on the

Balanced Data

Dataset Classifier LA_B NW_B SW_B
Ensemble
classifier

PCB00019 1NN 0.82 0.85 0.86 0.86
SVM 0.78 0.82 0.82 0.82
Logreg 0.83 0.88 0.83 0.91
C4.5 0.76 0.73 0.75 0.80

PCB00020 1NN 0.78 0.78 0.65 0.78
SVM 0.75 0.77 0.66 0.75
Logreg 0.80 0.81 0.78 0.86
C4.5 0.69 0.69 0.63 0.70

PCB00022 1NN 0.66 0.65 0.66 0.68
SVM 0.67 0.70 0.69 0.71
Logreg 0.70 0.67 0.64 0.73
C4.5 0.60 0.61 0.61 0.65

PCB00028 1NN 0.68 0.66 0.67 0.70
SVM 0.62 0.68 0.67 0.69
Logreg 0.63 0.61 0.59 0.67
C4.5 0.60 0.58 0.56 0.63
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the performance of different protein classification meth-

ods.4,5 For clarity, Figure 3 only shows the results by

logistic regression on PCB00019, where a higher curve

means a more accurate result. The results by other classi-

fiers on other datasets can be found in the Supplementary

materials (S_fig1 for logistic regression, S_fig2 for SVMs,

S_fig3 for 1NN, and S_fig4 for C4.5). From Figure 3, we

can readily see that the proposed ensemble classifier out-

performs all the other methods and the rebalancing tech-

nique can indeed improve the performance of the classi-

Figure 3
The comparison of the performance of the logistic regression and the ensemble classifiers on balanced or imbalanced data for PCB00019. The curves in the figure show the

number of classes versus a AUC score threshold.

Figure 4
The comparison of the ensemble classifier against one-class SVMs and SMOTE on PCB00019. The curves in the figure show the number of classes versus a AUC score

threshold.
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fiers. The results shown in Figure 3 also verify the effi-

ciency and effectiveness of the proposed method.

Comparison

To demonstrate the performance, we compared the
proposed method with the existing methods, namely
one-class SVMs and SMOTE, that have been proposed
for imbalanced data. For the one-class SVMs, the RBF

kernel was adopted and 10-fold cross-validation was

employed for searching the optimal parameters for the

classifier, which was trained only on the positive training

set. For the SMOTE algorithm, the same protocol used in

our system was adopted. In the SMOTE algorithm, the

minority class was augmented to have the similar size as

that of the majority class. For comparison, the SVMs were

used in both the proposed method and the SMOTE algo-

rithm. The number of classes versus an AUC score thresh-

old was countered for all the methods. Figure 4 shows the

results by the proposed method versus the existing meth-

ods on PCB0019, where the one-class SVMs perform worst

because of the few number of positive training samples.

The results on other datasets can be found in Supplemen-

tary materials. From Figure 4, clearly the proposed method

outperforms all the existing methods, thereby proving the

effectiveness of the proposed method for protein classifica-

tion. On the other hand, the better performance of the

proposed method than the SMOTE and one-class methods

also demonstrates the usefulness of the proposed method

for imbalanced data in protein classification.

DISCUSSIONS AND
CONCLUSIONS

In this work, a new technique for protein classification

with the imbalanced data was presented. Imbalanced prob-

lem exists in most of the protein classification tasks, where

the number of proteins in one class is usually much smaller

than that of those outside the class. Generally, the imbal-

anced data make the classifier tend to overfit, thereby

degrading the performance of the classifiers on the minor-

ity class. To overcome this problem, we proposed a new

algorithm in this article with a new hybrid sampling tech-

nique and a committee of classifiers. Experimental results

show that the imbalanced data can really degrade the per-

formance of the classifier, and the proposed technique can

alleviate that problem by rebalancing the imbalanced data.

Furthermore, classifiers trained with different features are

combined together to improve the accuracy of protein clas-

sification in this article. The numerical experiments on

benchmark datasets show the effectiveness of the proposed

method. On the other hand, the results indicate that it is

more effective to improve the accuracy by the rebalancing

technique rather than the ensemble classifier. The method

proposed in this work can also be applied to other fields in

bioinformatics because the imbalanced problem exists in

many of the biological datasets. Note that we only utilized

four kinds of classifiers in this work. In fact, other classi-

fiers can be used instead, by combining with the proposed

method. Furthermore, the proposed method was only

applied to proteins described by the pairwise similarity in

this work. It can be applied to any other forms of descrip-

tions for proteins, such as the predicted secondary struc-

ture, hydrophobicity, van der Waals volume, and polarity.
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