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A B S T R A C T  

In this paper, we examine the classification performance of fuzzy if-then rules selected by a GA-based 
multi-objective rule selection method. This rule selection method can be applied to high-dimensional 
pattern classification problems with many continuous attributes by restricting the number of antecedent 
conditions of each candidate fuzzy if-then rule. As candidate rules, we only use fuzzy if-then rules with a 
small number of antecedent conditions. Thus it is easy for human users to understand each rule selected 
by our method. Our rule selection method has two objectives: to minimize the number of selected fuzzy 
if-then rules and to maximize the number of correctly classified patterns. In our multi-objective fuzzy rule 
selection problem, there exist several solutions (i.e., several rule sets) called "non-dominated solutions" 
because two conflicting objectives are considered. In this paper, we examine the performance of our GA- 
based rule selection method by computer simulations on a real-world pattern classification problem with 
many continuous attributes. First we examine the classification performance of our method for training 
patterns by computer simulations. Next we examine the generalization ability for test patterns. We show 
that a fuzzy rule-based classification system with an appropriate number of rules has high generalization 
ability. © 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 

Fuzzy rule-based systems were mainly applied to non-linear control problems with a few input variables 
(see, for example, Sugeno [8]; Lee [2]). For automatically generating fuzzy if-then rules for pattern 
classification problems, Ishibuchi et al. [3] proposed a heuristic rule generation procedure that was based 
on a simple fuzzy grid. Ishibuchi et al. [4] proposed a GA-based fuzzy rule selection method, where a 
large number of candidate fuzzy if-then rules were first generated, then a GA was employed for selecting 
a small number of fuzzy if-then rules to construct a compact fuzzy classification system. 

In this paper, we examine the performance of a GA-based multi-objective fuzzy rule selection method 
(Ishibuchi et  al. [6]). This method can be applied to high-dimensional pattern classification problems with 
many continuous attributes after slightly modifying its rule generation procedure as in Ishibuchi and 
Murata [5]. Our rule selection method has two objectives: to minimize the number of selected fuzzy if- 
then rules and to maximize the number of correctly classified patterns. Because the number of candidate 
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fuzzy if-then rules in the rule selection method exponentially increases as the number of attributes 
increases, the rule selection method can not handle all the possible fuzzy if-then rules as candidate rules 
when it is applied to high-dimensional pattern classification problems with many attributes. When we 
employ the four linguistic values for each axis of the n-dimensional pattern space (see Fig.l), the total 
number of possible fuzzy if-then rules is 4 n . The relation between the number of attributes (/.e., n) and 
the number of fuzzy if-then rules (i.e., 4 n ) are shown in Table 1. As shown in Table 1, the total number 
of possible fuzzy if-then rules is too large to be handled by the GA-based rule selection method. Thus we 
generate only a part of the 4 n fuzzy if-then rules as candidate rules. For this purpose, only fuzzy if-then 
rules with a small number of antecedent conditions were generated as candidate rules in Ishibuchi and 
Murata [5]. Let us define the length of a fuzzy if-then rule by the number of its antecedent fuzzy sets 
except for "don't care." For example, the length of the following fuzzy if-then rule is two. 

If x 1 is small & x 2 is don't care & x 3 is don't care & x 4 is don't care & x 5 is large then Class 1, (1) 

where there are no conditions on x 2 " x  4 . This fuzzy if-then rule can be rewritten as follows by 
removing the attributes with "don't care": 

If x 1 is small & x 5 is large then Class 1. (2) 

In Ishibuchi and Murata [5], they reduced the number of candidate fuzzy if-then rules in the OA-based 
multi-objective rule selection method by the constraint on the length of fuzzy if-then rules. For example, 
let us consider a 13-dimensional pattern classification problem. As shown in Table 1, the total number of 
fuzzy if-then rules in this problem is 413 - 6.7 x 107 . In Table 2, we show the number of fuzzy if-then 
rules according to their length. From this table, we can see that the number of candidate fuzzy if-then 
rules is not large if we only generate fuzzy if-then rules whose length is less than or equal to two. Because 
we only use fuzzy if-then rules with a small number of antecedent conditions, it is easy to understand 
fuzzy if-then rules obtained by our method. 

In this paper, we examine the performance of our GA-based multi-objective fuzzy rule selection method 
by computer simulations on wine data (Forina et al. [1]). First we examine the classification performance 
of our method on training patterns. Next we examine the generalization ability for test patterns. 

Fig. 1 

Membership Membership 

O. ~ O. 
0.0 0.5 1.0 0.0 

DC 

0.5 1.0 

Four linguistic values for each axis (S: small, M: medium, L: large, and DC: don't care). 

Table I The number of fuzzy if-then rules. Table 2 The number of fuzzy if-then rules. 

Number of attributes Number of rules Lenath of rules , Number of rules 
2 16 0 1 
4 256 1 39 
6 4,096 2 702 
8 65,536 3 7,722 

10 1,048,576 : : 
13 67,108,863 12 6,908,733 
15 1,073,741,824 13 1~594r323 
20 lt099r511r627~776 0 ~" 13 67,108,863 
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2. R U L E  S E L E C T I O N  P R O B L E M  
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In general, the performance of a rule set S is high when S has a large number of fuzzy if-then rules. On the 
other hand, a compact rule set with a small number of fuzzy if-then rules has some advantages. For 
example, it does not require a lot of storage, and its inference speed for new patterns is high. Based on 
these discussions, the following two-objective rule selection problem was formulated (Ishibuchi et al., 

[6]): 

[Rule Selection Problem] 
Maximize NCP(S) and minimize ISl, (3) 

where NCP(S) is the number of correctly classified patterns by the rule set S, and IS I is the number of 
fuzzy if-then rules in S. The performance of the rule set S and its compactness are measured by NCP(S) 
and IS[ in the rule selection problem, respectively. We employ the multi-objective genetic algorithm 
(MOGA in Murata and Ishibuchi [7]) for selecting fuzzy if-then rules from a large number of candidate 
rules. By the MOGA, several solutions (/.e., several rule sets) called "non-dominated solutions" are 
obtained because two conflicting objectives are considered. The classification ability of a compact rule 
set with a small number of fuzzy if-then rules tends to be inferior to that of a large rule set with many 
rules. On the other hand, the comprehensibility of a large rule set is not good because human users can 
not examine each of many rules (e.g., hundreds of fuzzy if-then rules). The decision maker should select a 
rule set from non-dominated solutions with respect to the compactness and the classification performance. 

3. S I M U L A T I O N  R E S U L T S  

We examine the ability of our GA-based rule selection method by computer simulations on wine data 
(Forina et al. [1]). The wine data consist of 178 samples with 13 continuous attributes from three classes. 
First we examine the classification performance of our method for training patterns. Next we examine the 
generalization ability for test patterns. 

3.1 Performance for Training Patterns 

In our rule selection method, we first generated candidate fuzzy if-then rules whose length was less than 
or equal to two. The number of the generated fuzzy if-then rules was t3C0+13C1 x 3+13C 2 x 3 x 3 - 742. 
Those fuzzy if-then rules were used as candidate rules in our rule selection method. The MOGA was 
applied to those candidate rules for finding non-dominated rule sets of the rule selection problem. We 
used the following parameter specifications in the MOGA: 

Population size: 20, N u m b e r  o f  added elite solutions: 3, 
Mutation probability: 0.1 for the mutation from I to 0, 

0.001 for the mutation from 0 to 1, 
Stopping condition: 1000 generations. 

Crossover probability: 1.0, 

By the MOGA, eight non-dominated solutions in Table 3 were obtained. For example, the MOGA 
selected the following seven fuzzy if-then rules that can correctly classify all the training patterns: 

If x13 is large then Class 1 with CF - 1.00, 
If x 7 is medium and x13 is large then Class 1 with CF - 0.46, 
If xlo issmall then Class 2 with CF - 0.51, 
If x 2 is small and x13 is small then Class 2 with CF - 0.77, 
If x 4 is large and Xl0 is small then Class 2 with CF - 0.76, 
If x 7 is small and xlo is medium then Class 3 with CF - 0.69, 
If xll is small and xt2 is small then Class 3 with CF - 0.93. 
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Table 3 

Table 4 
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Non-dominated solutions obtained by the MOGA for training patterns. 

Isl 0 1 2 3 4 5 6 7 
NCP(S) 0 71 125 171 174 175 177 178 

Rate(%) 0.0 39.9 70.2 96.1 97.8 98.3 99.4 100 

Generalization ability of non-dominated solutions obtained by the MOGA for test 
patterns. 

[S I 0 1 2 3 4 5 6 7 8 

NCP(S) 0 71 126 171 173 173 122 88 35 

Rate(%) 0.0 39.9 70.8 96.1 97.2 97.2 98.4 100 100 

The consequent class of each fuzzy if-then rule and CF (the grade of certainty of each rule) were 
determined by a heuristic rule generation method in Ishibuchi et al. [3]. Because each fuzzy if-then rule 
has a small number of antecedent conditions, it is easy for human users to understand the fuzzy rule-based 
classification system. 

3.2 Performance for Test Patterns 

In order to examine the generalization ability for test patterns, we employed the 10-fold cross validation 
(10-CV) method. Table 4 shows the simulation results. Note that classification systems with six, seven 
and eight fuzzy if-then rules were obtained seven, five and two times among the ten trials in the 10-CV 
method. The other classification systems were obtained in all the ten trials. From Table 4, we can see that 
fuzzy rule-based classification systems with an appropriate number of rules have high generalization 
ability. 

4. C O N C L U S I O N  

In this paper, we examined the performance of a GA-based multi-objective fuzzy rule selection method 
(Ishibuchi et al. [6]) by computer simulations on wine data with 13 continuous attributes. In the computer 
simulations, we only used fuzzy if-then rules with two or less antecedent conditions as candidate rules. 
While we used such simple fuzzy if-then rules, a small number of selected fuzzy if-then rules had high 
classification ability for test patters as well as training patterns. 
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