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ABSTRACT 

In this paper, we present a new method to estimate null 
values in relational database systems based on genetic 
algorithms. It can tune the membership functions of the 
linguistic values of the attributes in relational database 
systems for estimating null values. The proposed method 
can get a higher average estimated accuracy rate than the 
existing methods for estimating null values in relational 
database systems. 
 
1. INTRODUCTION 
 

In recent years, many methods have been proposed to 
estimate null values in relational database systems [2], [3], 
[7], [9], [10], [12]. In [2], Chen et al. presented a method to 
generate fuzzy rules from relational database systems for 
estimating null values. In [3], Chen et al. presented a 
method for estimating null values in the distributed 
relational databases environment. In [7], Hsiao et al. 
presented a method to estimate null values in relational 
database systems based on automatic clustering techniques. 
In [9], Huang et al. presented a method to estimate null 
values in relational database systems using genetic 
algorithms. In [10], Huang et al. presented a method to 
estimate null values in relational database systems with a 
negative dependency relationship between attributes. In [12], 
we extended the fuzzy concept learning system (FCLS) 
algorithm presented in [2] to present a new method to 
generate fuzzy rules from relational database systems for 
estimating null values, where the attributes appearing in the 
antecedent portions of the generated fuzzy rules have 
different weights, and the weights of the attributes are used 
to derive the certainty factor value of each generated fuzzy 
rule for estimating null values in relational database 
systems. 

In this paper, we extend the work we presented in [12] 
to present a new method for estimating null values in 
relational database systems based on genetic algorithms. 
The proposed method can get a higher average estimated 
accuracy rate than the existing methods for estimating null 
values in relational database systems. 
 

2. BASIC CONCEPTS OF FUZZY SETS 
 

In 1965, Zadeh proposed the theory of fuzzy sets [16]. 
Let U be the universe of discourse, } ...,  , ,{U 21 nuuu= . A 
fuzzy set A of the universe of discourse U can be 

represented as follows: 
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where )( iA uµ indicates the grade of membership of ui in 
the fuzzy set A, µA(ui) ∈ [0, 1], and ni ≤≤1 . 

The triangular fuzzy set A shown in Fig. 1 can be 
parametrized as (a, b, c), where “b” is called the “center” of 
the triangular fuzzy set A, and “a” and “c” are called the 
“left vertex” and the “right vertex” of the triangular fuzzy 
set A, respectively. 
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Fig. 1. A triangular fuzzy set. 
 

The trapezoidal fuzzy set A shown in Fig. 2 can be 
parametrized as (a1, a2, a3, a4), where “a1”, “a2”, “a3” and 
“a4” are called the “left vertex”, the “left corner”, the “right 
corner” and the “right vertex” of the trapezoidal fuzzy set A, 
respectively. 
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Fig. 2. A trapezoidal fuzzy set. 

 
In [4], Chen have presented the defuzzification 

techniques of trapezoidal fuzzy sets based on [11]. Let A be 
a trapezoidal fuzzy set, where A = (a, b, c, d). Then, the 
defuzzified value DEF(A) of the trapezoidal fuzzy set A is 
as follows: 
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A triangular fuzzy set can be regarded as a special case 
of a trapezoidal fuzzy set. Let A be a triangular fuzzy set, 



  

where A = (a, b, c). Based on [4] and [11], the defuzzified 
value DEF(A) of the triangular fuzzy set A is as follows: 
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3. A REVIEW OF LEE-AND-CHEN’S METHOD FOR 

ESTIMATING NULL VALUES IN RELATIONAL 
DATABASE SYSTEMS 

 
In [12], we use the concept of “coefficient of 

determination” of the statistics [1], [13] to calculate the 
coefficients of determination of related attributes in 
relational database systems.  

Definition 3.1: Assume that there are two variables X 
and Y, where X is an independent variable and Y is a 
dependent variable, then 
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where Xi denotes the ith value of the variable X, Yi denotes 
the ith vslue of the variable Y, ,ni1 ≤≤ X denotes the mean 
value of the variable X, and Y  denotes the mean value of 
the variable Y. 

In [12], we consider the relation shown in Table 1 [2]. 
Firstly, we assign the ranking values to the values of the 
attribute “Degree” (i.e., “Bachelor”, “Master”, and 
“Ph.D.”). For example, we set the ranking value of 
“Bachelor” to 1, set the ranking value of “Master” to 2, and 
set the ranking value of “Ph.D.” to 3. Because the attribute 
“Salary” is determined by the attributes “Degree” and 
“Experience”, we calculate the coefficient of determination 
from the attribute “Degree” to the attribute “Salary” and 
from the attribute “Experience” to the attribute “Salary” 
using formula (4), respectively, where the results are 
0.5376 and 0.6204, respectively. Then, we assign the 
coefficient of determination from “Salary” to “Salary” to 1. 
Then, after normalizing the values 0.5376, 0.6204 and 1, 
we can get the weights of the attributes “Degree”, 
“Experience” and “Salary”, respectively, which are 0.25, 
0.29 and 0.46, respectively. 
Table 1. A Relation in A Relational Database System [2] 

Emp-ID Degree Experience Salary 
S1 Ph.D. 7.2 63000 
S2 Master 2 37000 
S3 Bachelor 7 40000 
S4 Ph.D. 1.2 47000 
S5 Master 7.5 53000 
S6 Bachelor 1.5 26000 
S7 Bachelor 2.3 29000 
S8 Ph.D. 2 50000 
S9 Ph.D. 3.8 54000 
S10 Bachelor 3.5 35000 
S11 Master 3.5 40000 
S12 Master 3.6 41000 
S13 Master 10 68000 
S14 Ph.D. 5 57000 
S15 Bachelor 5 36000 
S16 Master 6.2 50000 
S17 Bachelor 0.5 23000 
S18 Master 7.2 55000 
S19 Master 6.5 51000 
S20 Ph.D. 7.8 65000 
S21 Master 8.1 64000 
S22 Ph.D. 8.5 70000 

 

In [12], we let the domain of the attribute “Degree” be 
{Ph.D. (P), Master (M), Bachelor (B)}, and let the 
linguistic terms of the attributes “Experience” and “Salary” 
be {LExperience, SLExperience, MExperience, SHExperience, HExperience} 
and {LSalary, SLSalary, MSalary, SHSalary, HSalary}, respectively, 
where the membership functions of the linguistic values of 
the attributes “Experience” and “Salary” are shown in Fig. 
3, respectively. 
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Fig. 3. Membership functions of the linguistic terms of the 
attributes “Experience” and “Salary”.  

Based on Fig. 3 and [15], we can fuzzify the relation 
shown in Table 1 into a fuzzy relation shown in Table 2.  

Table 2. Fuzzified Relation of Table1 [2] 
Emp-ID Degree Experience Salary 
S1 {Ph.D./1.0} {SHExperience/0.9} {HSalary/0.8}
S2 {Master/1.0} {LExperience/0.5} {SLSalary/0.8}
S3 {Bachelor/1.0} {SHExperience/1.0} {SLSalary/0.5}
S4 {Ph.D./1.0} {LExperience/0.9} {MSalary/0.8}
S5 {Master/1.0} {SHExperience/0.75} {SHSalary/0.8}
S6 {Bachelor/1.0} {LExperience/0.75} {LSalary/0.9}
S7 {Bachelor/1.0} {SLExperience/0.65} {LSalary/0.6}
S8 {Ph.D./1.0} {LExperience/0.5} {MSalary/0.5}
S9 {Ph.D./1.0} {SLExperience/0.6} {SHSalary/0.9}
S10 {Bachelor/1.0} {SLExperience/0.75} {SLSalary/1.0}
S11 {Master/1.0} {SLExperience/0.75} {SLSalary/0.5}
S12 {Master/1.0} {SLExperience/0.7} {MSalary/0.6}
S13 {Master/1.0} {HExperience/1.0} {HSalary/1.0}
S14 {Ph.D./1.0} {MExperience/1.0} {SHSalary/0.8}
S15 {Bachelor/1.0} {MExperience/1.0} {SLSalary/0.9}
S16 {Master/1.0} {SHExperience/0.6} {MSalary/0.5}
S17 {Bachelor/1.0} {LExperience/1.0} {LSalary/1.0}
S18 {Master/1.0} {SHExperience/0.9} {SHSalary/1.0}
S19 {Master/1.0} {SHExperience/0.75} {SHSalary/0.6}
S20 {Ph.D./1.0} {SHExperience/0.6} {HSalary/1.0}
S21 {Master/1.0} {HExperience/0.55} {HSalary/0.9}
S22 {Ph.D./1.0} {HExperience/0.75} {HSalary/1.0}

 
Then, we apply the fuzzy concept learning algorithm 

(FCLS) presented in [2] to sprout the fuzzy decision trees. 
The FCLS algorithm selects an attribute that has the 
smallest degree of fuzziness as a decision node. The 
definition of the degree of fuzziness of an attribute is 
reviewed from [2] as follows. 

Definition 3.2: Let S be a set of antecedent attributes, S 
= {X, Y, …, W}, determining the consequent attribute Z. 
Let tj(X) be the value of the attribute X of the jth training 
instance i.e., (jth tuple of a relation), then the degree of 
fuzziness FA(X) of the attribute X is defined by 
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where c is the number of training instances. 
The certainty factor value of each terminal node is 

calculated as follows. 
Definition 3.3: Assume that there is a path in a fuzzy 

decision tree shown as follows. 



 

 
D1 → 1F D2 → 2F D3 → 3F

where D1, D2 and D3 are attributes, and F1
linguistic terms of the attributes D1, D2 and D
Then, 
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where weight1, weight2 and weight3 are the
attributes D1, D2 and D3, respectively, 

1] , [0weight2∈  and ]1 , [0weight3 ∈ ; Avg
and Avg(F3) are the average values of the l
F1, F2 and F3 respectively, defined as follows
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the relation), and 3    1 ≤≤ i . 
 

In [12], after applying the FCLS algor
fuzzy rules, we use the regression equation
[1], [13] to derive the values of the hypo
factor (HCF) nodes and to generate virtua
make the rules complete.  

Definition 3.4: Let 
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where X1i  denotes the ith data of the 
denotes the ith data of the variable X2, Yi de
of the variable Y, ni ≤≤1 , and n is the nu

Firstly, based on formula (8), formula 
we can derive the regression equation o
“Degree”, “Experience” and “Salary” shown

Salary = 10587.7 + 10147.06 × Degree + 3074.9 × E

whereβ0 = 10587.7,β1 = 10147.06 andβ
obtained by solving formula (9).   

In [12], after generating fuzzy rules,
generated fuzzy rules to estimate null valu
database systems based on [2]. Let us
following fuzzy rules: 

IF  X is Xa  and  Y is Yb  THEN  Z is
1MZ   (CF = C1), 

 IF  X is Xa  and  Y is Yb  THEN  Z is
2MZ   (CF = C2), 

IF  X is Xc  and  Y is Yd  THEN  Z is
1NZ   (CF = D1), 

 IF  X is Xc  and  Y is Yd  THEN  Z is
2NZ   (CF = D2), 

where X and Y are antecedent attributes of 

Z is the consequent attribute of the fuzzy rules; Xa, Xc, Yb, 
Y , Z , Z , Z  and Z are linguistic terms represented 
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d  M1 M2 N1 N2 
by fuzzy sets; C1, C2, D1 and D2 are real values between 
zero and one. Assume that x and y are crisp domain values 
of the attributes X and Y in some tuples of a relational 
database, respectively, and assume that z is a null value of 
attribute Z. Let the fuzzified value of x be 
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where DEF(
iMZ ) and DEF(

iNZ ) are the defuzzified values 
of the fuzzy sets 

iMZ  and 
iNZ , respectively. 

The estimated error is defended as follows: 
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Assume that a relational database contains n tuples, 
and assume that the estimated error of tuple i is denoted as 
EERi, where ni     1 ≤≤ , then  
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4. A NEW METHOD FOR ESTIMATING NULL 

VALUES IN RELATIONAL DATABASE SYSTEMS 
USING GENETIC ALGORITHMS  

 
The theory of genetic algorithms was first proposed by 

Holland [8] in 1975. In a genetic algorithm, a chromosome 
consists of a lot of genes. A set of chromosomes in the 
same generation is called a population. A function 
calculating the compatible degree of each chromosome in 
the population is called the fitness function. A chromosome 
that has a higher fitness value is more adaptable to live. A 
genetic algorithm continuously executes the three 
operations (i.e., crossover, mutation and reproduction) to 
evolve a better population for the next generation. The 
genetic algorithm continues the evolution process until the 
result achieves the objective. Then, an optimal solution can 
be found to solve a problem. 

In the following, we briefly review the three major 
operations of genetic algorithms from [5], [6] and [14] 
shown as follows: 
(1) Crossover: The genetic algorithm randomly selects 

two chromosomes from a population. Then, the 
system exchanges the genes of two chromosomes 
after the crossover point. The system hopes to evolve 
better chromosomes which have higher fitness values 
by the crossover operations. 

(2) Mutation: After performing the crossover operations, 
the genetic algorithm continues to perform the 
mutation operations. It randomly selects a 
chromosome from a population by using a parameter 
“MR” (i.e., Mutation Rate) to decide the mutation 
probability of a selected chromosome, where 
MR∈[0,1]. The system randomly generates a value 

CF



  

between zero and one and compares it with the value 
of MR to decide whether the selected chromosome 
performs the mutation operation. If the value is 
smaller than or equal to the value of MR, then the 
system mutates the content of a randomly selected 
gene of a chromosome by assigning a random 
generated value to it. 

(3) Reproduction: The genetic algorithm performs the 
reproduction operation to achieve the goal of “the 
survival of the fitter” according to the fitness value of 
each chromosome. The better chromosomes may 
have more chance to evolve the better next generation. 
In the reproduction process of a genetic algorithm, 
the system tries to select the better chromosomes into 
a mating pool. The genetic algorithm calculates the 
fitness values of each chromosome in a population by 
using a fitness function. 

 
In the following, we introduce the format of a 

chromosome, the fitness function, the reproduction 
operations, the crossover operations, and the mutation 
operations of the genetic algorithm. 
(1) The format of a chromosome: Based on Fig. 3, we 

define the format of a chromosome as shown in Fig. 4. 
There are ten genes in a chromosome, where the 
contents of the genes labeled “LExperience“, “SLExperience“, 
“MExperience“, “SHExperience“, and “HExperience“ are real 
values between 0 and 1.0; the content of the gene 
labeled “LExperience“ denotes the “right corner” of the 
membership function of the linguistic term 
“LExperience“ of the attribute “Experience”; the content 
of the gene labeled “SLExperience“ denotes the “center” 
of the membership function of the linguistic term 
“SLExperience“ of the attribute “Experience”; the content 
of the gene labeled “MExperience“ denotes the “center” of 
the membership function of the linguistic term 
“MExperience“ of the attribute “Experience”; the content 
of the gene labeled “SHExperience“ denotes the “center” 
of the membership function of the linguistic term 
“SHExperience“ of the attribute “Experience”; the content 
of the gene labeled “HExperience“ denotes the “left 
corner” of the membership function of the linguistic 
term “SHExperience“ of the attribute “Experience”. The 
contents of the genes labeled “LSalary”, “SLSalary”, 
“MSalary”, “SHSalary” and “HSalary” are integer values 
between 0 and 70000; the content of the gene labeled 
“LSalary“ denotes the “right corner” of the membership 
function of the linguistic term “LSalary“ of the attribute 
“Salary”; the content of the gene labeled 
“SLSalary“ denotes the “center” of the membership 
function of the linguistic term “SLSalary“ of the attribute 
“Salary”; the content of the gene labeled 
“MSalary“ denotes the “center” of the membership 
function of the linguistic term “MSalary“ of the attribute 
“Salary”; the content of the gene labeled 

“SHSalary“ denotes the “center” of the membership 
function of the linguistic term “SHSalary“ of the 
attribute “Salary”; the content of the gene labeled 
“HSalary“ denotes the “left corner” of the membership 
function of the linguistic term “SHSalary“ of the 
attribute “Salary”. For example, let us consider the 
membership functions of the linguistic terms of the 
attributes “Experience” and “Salary” shown in Fig. 3. 
The corresponding chromosome of the membership 
functions of the linguistic terms of the attributes 
“Experience” and “Salary” of Fig. 3 is shown in Fig. 5. 

(2) Fitness Function: Because a chromosome represents 
the membership functions of the linguistic values of 
the attributes” Experience” and “Salary”, according to 
[12], we can fuzzify the relation shown in Table 1 to 
generate fuzzy rules and estimate null values by the 
generated fuzzy rules. The fitness value of the fitness 
function is defined as follows: 

Fitness Value = 1 – Average Estimated Error. (14) 
 The larger the fitness value, the better the chromosome. 
(3) Reproduction: The tournament selection method [5], 

[14] is used during the reproduction process. In the 
tournament selection method, the system randomly 
selects N chromosomes from the current population. 
The system chooses the chromosome which has the 
largest fitness value and puts it into the mating pool. In 
this paper, we set N to 2 and the system randomly 
chooses two chromosomes from the current population 
to compare them. The chromosome with the largest 
fitness value is chosen. The process is repeated until 
the number of the chromosomes in a population is full. 

(4) Crossover: We use the single-point crossover method 
[6] to perform the crossover operations. The system 
randomly generates a crossover point from a 
chromosome and randomly selects two chromosomes 
from a population. Then, the system considers whether 
to exchange the genes of these two selected 
chromosomes after the crossover point. 
Case 1: The crossover point occurs at the left-half of 
the selected chromosome as shown in Fig. 6. If 
“SH1”≤”H2” and “SH2”≤”H1”, then the system 
performs the crossover operations as shown in Fig. 6. 
Otherwise, the system does not perform the crossover 
operations. 
Case 2: The crossover point occurs at the middle of 
the selected chromosome as shown in Fig. 7. In this 
case, the system performs the crossover operations as 
shown in Fig. 7. 
Case 3: The crossover point occurs at the right-half of 
the selected chromosome as shown in Fig. 8. If 
“m1”≤”sh2” and “m2”≤”sh1”, then the system 
performs the crossover operations as shown in Fig. 8. 
Otherwise, the system does not perform the crossover 
operations. 
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Fig. 4. The format of a chromosome. 
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Fig. 5. A chromosome corresponding to the membership functions of the linguistic terms shown in Fig. 3. 

 
C hromoso me_1 L1 SL1 M 1 S H1 H1  l1 sl1 m 1 sh1 h1 Ch rom osom e _1 L1 SL1 M 1 S H1 H2 l2 sl2 m 2 sh2 h2  

                      

C h romosom e_2 L2 SL2 M 2 S H2 H2  l2 sl2 m 2 sh2 h2 Ch rom osom e _2 L2 SL2 M 2 S H2 H1 l1 sl1 m 1 sh1 h1  
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Fig. 6. The single-point crossover operations (The crossover point occurs at the left-half of the selected chromosomes). 
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Fig. 7. The single-point crossover operations (The crossover point occurs at the middle of the selected chromosomes). 

 
C h ro m o s o m e _ 1  L 1 S L 1  M 1  S H 1  H 1  l1  s l1 m 1 s h 1 h 1 C h ro m o s om e _ 1 L 1 S L 1 M 1 S H 1 H 2 l2 s l2  m 2  s h 2  h 2  

                      

C h ro m o s o m e_ 2  L 2 S L 2  M 2  S H 2  H 2  l2  s l2 m 2 s h 2 h 2 C h ro m o s om e _ 2 L 2 S L 2 M 2 S H 2 H 1 l1 s l1  m 1  s h 1  h 1  

C r o s s o v e r  P o in t

A f te r  th e  C r o s s o v e r  O p e r a t io n s

 
Fig. 8. The single-point crossover operations (The crossover point occurs at the right-half of the selected chromosomes). 

(5) Mutation: The system randomly selects a chromosome 
from a population and randomly determines a mutation 
point. Then, it randomly generates a value between 0 
and 1 and compares it with the value of MR (Mutation 
Rate) to decide whether the selected chromosome 
performs the mutation operation. In this paper, we set 
the mutation rate to 0.05. If the generated value is 
smaller than or equal to the value of MR (i.e., 0.05), 
then the system mutates the selected gene of the 
selected chromosome by randomly generating a value 
to replace the content of the selected gene of the 
selected chromosome as shown in Fig. 9. 

ch ro m o so m e 1 .0  3 .0  5 .0  7 .0  9 .0 2 5 0 0 0 3 5 0 0 0 4 5 0 0 0 5 5 0 0 0 6 5 0 0 0
           

ch ro m o so m e 1 .0  3 .0  5 .0  7 .0  9 .0 1 7 4 3 6 3 5 0 0 0 4 5 0 0 0 5 5 0 0 0 6 5 0 0 0

M u ta tio n  P o in t

A fter P erfo rm in g  th e M u ta tio n
O p era tio n

Fig. 9. The mutation operation of a chromosome. 
 

Initially, we must decide the number of evolution 

times, the population size, and the mutation rate. In this 
paper, we set the number of evolution time = 300, the 
number of chromosomes in each population = 30, and the 
mutation rate = 0.05.The proposed algorithm for tuning the 
membership functions of the linguistic terms of the 
attributes for estimating null values in relational database 
systems is now presented as follows: 

Step 1: Generate an initial population, where each 
chromosome in the initial population represents 
the membership functions of the linguistic terms 
of the attributes “Experience” and “ Salary”. 

Step 2: For each chromosome in the population do 
 begin 

based on the chromosome, apply the FCLS 
algorithm [2] to generate fuzzy rules from 
training instances and calculate the certainty 
factor values of the fuzzy rules using formula 
(5), formula (6) and formula (7); 
based on formula (6), formula (7), formula (8), 
formula (9) and formula (10), derive the values 
of the hypothetical certainly factor nodes and 



  

virtual fuzzy rules; 
apply formula (11) to estimate the value of the 
attribute “Salary” of the tuple; get the average 
estimated error using formula (13); 
calculate the fitness value of the chromosome 
using formula (14) 

end. 
Step 3: Perform the reproduction operations. 
Step 4: Perform the crossover operations. 
Step 5: Perform the mutation operation according to the 

mutation rate. 
Step 6: If the evolution times reach the predefined number 

of evolutions, then go to Step 7. Otherwise, go to 
Step 2. 

Step 7: Choose the chromosome which has the largest 
fitness value from the population. This 
chromosome is used to represent the membership 
functions of the linguistic terms of the attributes 
“Experience” and “Salary” for estimating null 
values in relational database systems. 

  
5. EXPERIMENTAL RESULTS  

We have implemented the proposed method on a 
Pentium III PC by using Borland JBuilder Version 5.0. A 
comparison of the average estimated error rate of the 
proposed method with the ones we presented in [2] and [12] 
is shown in Table 3. 

  
Table 3. A Comparison of the Average Estimated Error Rate 

of the Proposed Method with the Existing Methods 

Chen-and-Yeh’s 
Method [2] 

Lee-and-Chen’s 
Method [12]  

The Proposed Method
(Number of Evolutions
= 300, Number of 
Chromosomes in Each 
Population = 30,and 
Mutation Rate = 0.05)

Emp-ID Degree Experience Salary 

Salary 
(Estimated) 

Estimated 
Error 
Rate 

Salary 
(Estimated) 

Estimated 
Error 
Rate 

Salary 
(Estimated)

Estimated 
Error 
Rate 

S1 Ph.D. 7.2 63000 65000 +3.17% 65000 +3.17% 65249 +3.57%
S2 Master 2 37000 30704 -7.02% 37587 +1.59% 38108 +2.99%
S3 Bachelor 7 40000 35000 -12.50% 35000 -12.50% 38010 -4.98%
S4 Ph.D. 1.2 47000 46000 -2.13% 46000 -2.13% 46945 -0.12%
S5 Master 7.5 53000 54500 +2.83% 54090 +2.06% 56863 +7.29%
S6 Bachelor 1.5 26000 26346 +1.33% 26387 +1.49% 26046 +0.18%
S7 Bachelor 2.3 29000 28500 -1.72% 28606 -1.36% 28760 -0.83%
S8 Ph.D. 2 50000 50000 +0.00% 50000 +0.00% 49330 -1.34%
S9 Ph.D. 3.8 54000 55000 +1.85% 55000 +1.85% 55009 +1.87%
S10 Bachelor 3.5 35000 31538 -9.89% 31661 -9.54% 32648 -6.72%
S11 Master 3.5 40000 41590 +3.98% 41381 +3.45% 41548 +3.87%
S12 Master 3.6 41000 45159 +10.14% 41622 +1.52% 41726 +1.77%
S13 Master 10 68000 65000 -4.41% 65000 -4.41% 65249 -4.05%
S14 Ph.D. 5 57000 55000 -3.51% 55000 -3.51% 57159 +0.28%
S15 Bachelor 5 36000 35000 -2.78% 35000 -2.78% 36130 +0.36%
S16 Master 6.2 50000 48600 -2.80% 48272 -3.46% 49304 -1.39%
S17 Bachelor 0.5 23000 25000 +8.70% 25000 +8.70% 22891 -0.47%
S18 Master 7.2 55000 52400 -4.73% 51909 -5.62% 55034 +0.06%
S19 Master 6.5 51000 49500 -2.94% 49090 -3.75% 50613 -0.76%
S20 Ph.D. 7.8 65000 65000 +0.00% 65000 +0.00% 65249 +0.38%
S21 Master 8.1 64000 58700 -8.28% 58454 -8.67% 58236 -9.01%
S22 Ph.D. 8.5 70000 65000 -7.14% 65000 -7.14% 65249 -6.79%

Average Estimated Error Rate 5.08% 4.03% 2.81%   
6. CONCLUSIONS  

We have presented a new method to estimate null values 
in relational database systems based on genetic algorithms. 
The proposed method can tune membership functions of the 
linguistic terms of the attributes in relational database 
systems for estimating null values. The proposed method 
can get a higher average estimated accuracy rate than the 
existing methods for estimating null values in relational 
database systems. 
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