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1. Introduction

A set of examples or training set (TS) is said to be im-
balanced if one of the classes is represented by a very small
number of cases compared to the other classes. Following
the common practice [1,2], we consider only two-class prob-
lems and therefore, the examples are either positive or neg-
ative (that is, either from the minority class or the majority
class, respectively). High imbalance occur in applications
where the classi;er is to detect a rare but important case,
such as fraudulent telephone calls, oil spills in satellite im-
ages, failures in a manufacturing process, or a rare medical
diagnoses. It has been observed that class imbalance may
cause a signi;cant deterioration in the performance attain-
able by standard supervised methods.

Most of the attempts at dealing with this problem can be
grouped into three categories [2]. One is to assign distinct
costs to the classi;cation errors. The second is to resample
the original TS, either by over-sampling the minority class
and/or under-sampling the majority class until the classes
are approximately equally represented. The third consists in
internally biasing the discrimination-based process so as to
compensate for the class imbalance.

As pointed out by many authors, the performance of a
classi;er in applications with class imbalance must not be
expressed in terms of the average accuracy. For instance,
consider a domain where only 2% examples are positive.
In such a situation, labeling all new samples as negative
would give an accuracy of 98%, but failing on all posi-
tive cases. Consequently, in environments with imbalanced

� Partially supported by grants TIC2000-1703-C03-03 from the
Spanish CICYT, SAB2001-0004 from the Spanish MECD, and
32016-A from the Mexican CONACyT.

∗ Corresponding author. Universitat Jaume I, Av. Vincent Sos
Baynat s/n, Castell)on, 12006, Spain. Tel.: +34-964-728350; fax:
+34-964-728435.

E-mail address: sanchez@uji.es (J.S. S)anchez).

classes, other measures have been proposed. The ROC curve
and the geometric mean are good indicators of the classi;er
performance in these domains because they are independent
of the distribution of examples between classes [1]. The ge-
ometric mean is de;ned as g =

√
a+a−, where a+ denotes

the accuracy on the positive examples, and a− is the accu-
racy on the negative examples. This measure tries to maxi-
mize the accuracy on each of the two classes while keeping
these accuracies balanced.

In this work, we present preliminary results of a more ex-
tensive research that we are conducting to explore all the
issues related to the class imbalance problem. Initially, we
focused on resampling the TS and also on internally biasing
the discrimination-based process, as well as on a combina-
tion of them. These approaches are evaluated over four real
datasets using a nearest neighbor (NN) classi;er and the
geometric mean as performance measure.

2. Proposed strategies

Replicating the minority class to eliminate imbalance in
the TS does not add new information to the system. More-
over, working in that direction means to worsen the known
computational burden of some learning algorithms, such as
the NN rule and the Multi-Layer Perceptron.

Thus, in the case of resampling the TS, the ;rst strategy
we adopted consists in downsizing the majority class by se-
lecting a representative subset of the negative examples. For
this, the only requirement is that all positive examples must
be kept in the TS, even knowing that some of them can be
noisy. A second resampling strategy consists in downsizing
both classes (i.e., removing positive and negative examples
from the TS).

Nevertheless, since downsizing the majority class can re-
sult in throwing away some useful information, this process
must be done carefully. Accordingly, editing and condensing
schemes oLer a good alternative for removing noisy and re-
dundant examples. We have tried three selection algorithms.
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Table 1
Averaged values of the geometric mean

Original TS Phoneme Satimage Glass Vehicle

A B A B A B A B

73.8 76.0 70.9 75.9 86.7 88.2 55.8 59.6

WE 1st application 74.9 75.7 72.6 76.1 86.2 87.9 62.8 64.9
(majority class) 2nd application 74.8 75.5 72.9 76.2 62.8 64.8

3rd application 74.6 75.3 73.0 76.2 64.0 65.8

WE+MS 1st application 74.5 72.4 74.0 74.2 86.1 86.2 65.7 65.6
(majority class) 2nd application 74.6 72.6 74.2 74.3 65.6 65.2

3rd application 74.5 72.5 74.2 74.3 65.8 65.7

k-NCN 1st application 75.0 75.9 71.9 76.2 86.2 87.9 62.1 64.5
(majority class) 2nd application 74.7 75.4 72.3 76.2 86.2 87.9 64.1 66.3

3rd application 74.7 75.4 72.3 76.2 65.2 67.4

k-NCN + MS 1st application 74.9 71.9 73.7 74.2 85.7 86.2 65.6 64.8
(majority class) 2nd application 71.6 71.9 74.4 74.8 85.7 86.2 66.2 65.8

3rd application 74.6 72.1 74.4 74.8 66.5 66.8

MS (majority class) 74.0 70.0 72.3 73.0 86.2 86.6 60.3 60.3
MS (both classes) 72.2 72.8 70.1 73.3 86.4 87.1 59.7 59.9
WE (both classes) 73.8 76.7 66.4 68.8 47.5 51.5
WE + MS (both classes) 72.4 72.8 65.7 67.1 50.1 51.5

Two of them are in the group of editing: the classical Wil-
son’s proposal (WE) [3] and the k-NCN (nearest centroid
neighborhood) scheme [4]. Both aim at ;ltering the TS by
deletion of noisy or atypical examples, generally increasing
the NN accuracy. However, they do not produce an impor-
tant amount of removed examples. So, the third algorithm
refers to the modi;ed selective (MS) [5] condensing, which
is based on the idea of a consistent subset and guarantees
a satisfactory approximation to the decision boundaries as
they are de;ned by the whole TS. Finally, employment of
the combined editing–condensing (WE + MS and k-NCN
+ MS) is also proposed as a downsizing strategy.

For internally biasing the discrimination procedure, we
propose a weighted distance function to be used in the clas-
si;cation task. Let dE(·) be the Euclidean metric, and let Y
be a new sample to classify. Let x0 be a training example
from class i, let ni be the number of examples from class
i, let n be the TS size, and let m be the dimensionality of
the feature space. Then, the weighted distance measure is
de;ned as

dW(Y; x0) = (ni=n)
1=mdE(Y; x0):

The idea is to compensate for the imbalance in the TS
without actually altering the class distribution. Weights are
assigned, unlike in the usual weighted k-NN rule, to the
respective classes and not to the individual examples. In that
way, since the weighting factor is greater for the majority

class than for the minority one, the distance to positive ex-
amples is reduced much more than the distance to negative
examples. This produces a tendency for the new samples to
;nd their NN among the positive examples, increasing the
value of the geometric mean.

3. Experimental results and preliminary conclusions

Experiments were carried out over four datasets from the
UCIDatabase Repository (http://www.ics.uci.edu/∼mlearn/).
Five-fold cross validation was employed. All datasets were
transformed into two-class problems to facilitate compari-
son with other published results [1].

First, we studied the diLerent selection algorithms for
downsizing the majority class. Moreover, WE and k-NCN
were also used in an iterative manner. Second, MS, WE, and
WE combined with MS were applied to both classes (not
only to the majority class).

After preprocessing the TS, the examples in the test por-
tion were classi;ed with the NN rule, using both Euclidean
and weighted distance measures. Averaged results of the ge-
ometric mean are shown in Table 1. Columns A and B con-
tain the results obtained by employing the Euclidean and the
weighted distances, respectively.

The best results are always obtained when the weighted
distance is employed for classi;cation. In all datasets, this
technique alone produces a considerable improvement in the
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performance measure. Thus, the weighted distance shows
itself as a good resource to transform the classi;cation pro-
cedure for taking into account the class imbalance, although
other weighting factors must be still analyzed.

On the other hand, bene;ts of editing are well known for
increasing the NN accuracy. This eLect is corroborated for
the geometric mean. The same can be stated about the per-
formance obtained when processing the TS with the com-
bined editing–condensing.

Repeated application of editing shows similar or better re-
sults than those of the single editing. In our experiments, the
iterative procedure was stopped when no further removals
were produced or when a class became empty of examples.

Glass dataset suLers not only from the imbalance prob-
lem, but also the minority class is too small. Adequacy of
the TS size must be measured by considering the number
of positive examples and not that of the whole TS. For the
minority class in Glass dataset, the size/dimensionality rate
is very low: 2.7 examples for each attribute. Either more
positive examples are added to the TS or the number of at-
tributes is reduced by a convenient feature selection. For
this reason, we did not carry out any kind of ;ltering of the
minority class in this dataset. In the other three datasets, ex-
ploration was done to evaluate the convenience of process-
ing the minority class too, for removing noisy and redundant
examples. Improvement was obtained only in the Phoneme
dataset when WE was applied in both classes.

Despite the successful results, a problem common to
all these downsizing techniques is that they do not per-
mit control on the number of examples to be removed.

Consequently, eliminated examples can be too many or too
few to adequately solve the imbalance problem. Genetic al-
gorithms could be of interest, in particular those that address
the simultaneous selection of examples and features.

One of the most promising research lines refers to create
an ensemble of classi;ers by distributing the TS to reach
balance in each of the resulting training samples. This in-
volves a great variety of possibilities that we will cover in
the next future.
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