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1. INTRODUCTION
The class imbalance problem is one of the (relatively) new
problems that emerged when machine learning matured from
an embryonic science to an applied technology, amply used
in the worlds of business, industry and scientific research.
Although practitioners might already have known about this
problem early, it made its appearance in the machine learn-
ing/data mining research circles about a decade ago. Its im-
portance grew as more and more researchers realized that
their data sets were imbalanced and that this imbalance
caused suboptimal classification performance. This increase
in interest gave rise to two workshops held in 2000 [1] and
2003 [3] at the AAAI and ICML conferences, respectively.

These workshops and the ensuing e-mail discussions and in-
formation seeking requests that followed them allowed us to
note two points of importance:

1. The class imbalance problem is pervasive and ubiqui-
tous, causing trouble to a large segment of the data
mining community.

2. Despite the fact that two workshops have already been
held on the topic, a large number of practitioners plagued
by the problem are still working in isolation, not know-
ing that a large part of the research community is ac-
tively looking into ways to alleviate the problem.

The purpose of this special issue is to communicate and
present some of the latest research carried out in this area
while reviewing other important recent developments in the
field. In this Editorial, we begin by reviewing the class im-
balance as well as an array of general solutions that were
previously proposed to deal with it. We then discuss the
progression of ideas starting at the 2000 workshop to to-
day. In order to give a comprehensive picture of the state of
the art in the field, we give a short overview of the papers
that were presented at the 2003 workshop as well as a short
description of the papers contained in this volume. The ex-
cellent overview paper by Gary Weiss [55] published in this
volume will complete this short picture.

2. THE CLASS IMBALANCE PROBLEM
The class imbalance problem typically occurs when, in a
classification problem, there are many more instances of

some classes than others. In such cases, standard classi-
fiers tend to be overwhelmed by the large classes and ignore
the small ones. In practical applications, the ratio of the
small to the large classes can be drastic such as 1 to 100, 1
to 1,000, or 1 to 10,000 (and sometimes even more). (See,
for example, [41], [57]). As mentioned earlier this problem is
prevalent in many applications, including: fraud/intrusion
detection, risk management, text classification, and medical
diagnosis/monitoring, but there are many others. It is worth
noting that in certain domains (like those just mentioned)
the class imbalance is intrinsic to the problem. For exam-
ple, within a given setting, there are typically very few cases
of fraud as compared to the large number of honest use of
the offered facilities. However, class imbalances sometimes
occur in domains that do not have an intrinsic imbalance.
This will happen when the data collection process is limited
(e.g., due to economic or privacy reasons), thus creating “ar-
tificial” imbalances. Conversely, in certain cases, the data
abounds and it is for the scientist to decide which exam-
ples to select and in what quantity [56]. In addition, there
can also be an imbalance in costs of making different errors,
which could vary per case [3].

A number of solutions to the class-imbalance problem were
previously proposed both at the data and algorithmic lev-
els. At the data level, these solutions include many different
forms of re-sampling such as random oversampling with re-
placement, random undersampling, directed oversampling
(in which no new examples are created, but the choice of
samples to replace is informed rather than random), di-
rected undersampling (where, again, the choice of examples
to eliminate is informed), oversampling with informed gen-
eration of new samples, and combinations of the above tech-
niques. At the algorithmic level, solutions include adjusting
the costs of the various classes so as to counter the class
imbalance, adjusting the probabilistic estimate at the tree
leaf (when working with decision trees), adjusting the deci-
sion threshold, and recognition-based (i.e., learning from one
class) rather than discrimination-based (two class) learning.
Many of these solutions are discussed in the papers pre-
sented in the workshops [1][3] or are referred to in the active
bibliography on the topic1.

2.1 Recent Trends: 2000–2004
It is interesting to review briefly the types of problems that

1http://www.site.uottawa.ca/˜nat/Research/
class imbalance bibli.html
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have been considered by the researchers on the class imbal-

ance problem in the past few years.

2.1.1 The AAAI (2000) Workshop
At the first workshop2, in July 2000, the two issues that
received the greatest amount of attention were:

1. How to evaluate learning algorithms in the case of class
imbalances?

2. The relationship between class imbalances and cost-
sensitive learning.

With regard to the first issue, it was emphasized that the
use of common evaluation measures such as accuracy can
yield misleading conclusions. It was suggested that more
accurate measures such as ROC curves and Cost Curves be
used. Some of the major papers on this topic that came out
at the time of or since the first workshop are: [44][18][13][20].
In fact, a workshop on ROC Analysis in AI is being held
in August 2004 [4]. In addition, an evaluation measure was
proposed for the case where only data from one class is avail-
able.

With regard to the second issue, a close connection was rec-
ognized between re-sampling approaches and cost-sensitive
approaches [53][15][12][52]. Cost-sensitive learning or mea-
sures assume that a cost-matrix is known for different types
of errors or even examples, which can be used at classifica-
tion time [53][15]. However, we often do not know the cost
matrix. Furthermore, cost-sensitive learning does not mod-
ify the class distribution of the data the way re-sampling
does. Finally, cost-sensitive learning is not encumbered by
large sets of duplicated examples, which, as discussed in
[34] can also be a drawback. Practically, it is often reported
that cost-sensitive learning outperforms random re-sampling
(e.g., [29][12]).
Other issues discussed at that workshop were the facts that:

• A distinction should be drawn between the small sam-
ple and the imbalance problem;

• Although smart sampling can, sometimes, help, it is
not always possible;

• One-class learning can be useful in class imbalanced
problems, where either the majority or the minority
class (or both) can be learned separately.

• Creating a classifier that performs well across a range
of cost/priors is a desirable goal.

2.1.2 The Inter-Years: 2000–2003
The three years separating the two workshops saw a great
amount of activity. The impact of the discussions held at the
2000 workshop was clearly seen on the first issue, in the fact
that most of the research conducted in the class imbalance
area after that first workshop made use of ROC curves for
evaluating the results. In addition, there was a bias towards
various over and under-sampling techniques. Decision trees
remained a popular classifier for research.

With regard to the relationship between cost-sensitive learn-
ing and re-sampling, the impact was not as direct or clear,
but it remained present in the form of two emerging ideas:

2These remarks have been adapted from [28].

• Clever re-sampling and combination methods can do
quite more than cost-sensitive learning as they can pro-
vide new information or eliminate redundant informa-
tion for the learning algorithm, as shown by [10][11][35]
[21][6].

• Class Imbalances are not the only problem to contend
with: the distribution of the data within each class is
also relevant (between-class versus within-class imbal-
ance) [25][58]. This issue is closely related to the 2000
workshop’s issue of creating classifiers that performs
well across a range of costs/options.

Regarding the idea of clever re-sampling and combination
methods, [10] showed that creating synthetic examples of the
minority class that spread the decision regions, thus mak-
ing them larger and less specific while undersampling the
majority class to various degrees gave very effective results.
Regarding the second idea, the problem was considered in
parallel in both the context of cost-sensitive learning and
that of re-sampling. We would like to point the reader to
the ICML workshop on cost-sensitive learning [2] and an on-
line bibliography on cost-sensitive learning3. Within cost-
sensitive learning, various ways of adjusting the probabilistic
estimate at the tree leaf (when working with decision trees)
were explored so as to give a more direct and more flexible
approach to the treatment of different parts of the decision
space [58]. A similar idea was used in the context of re-
sampling, with recourse to unsupervised learning [25]. This
work also gave rise to the question of how related the class
imbalance problem is to the problem of small disjuncts, pre-
viously discussed in the literature. This last issue was also
linked to the small sample versus imbalance problem dis-
cussed at the last workshop.
The inter-years also saw some research on one-class learn-
ing as well as on a new twist of one-class learning that can
be thought of as extreme semi-supervised learning. Such
techniques can be used in the context where unlabeled data
are readily available, while labeled data for at least one of
the classes are missing. In such cases, iterative techniques
such as Expectation Minimization (EM), have been used
to assign/estimate the missing-class labels [33][36]. This
essentially manufactures the missing portion of the train-
ing data, which can then be used in the standard induc-
tion process. The important differentiator from other semi-
supervised problems (e.g., [40]) is that there are no labeled
seed data to initialize the estimation model for the missing
class.

2.1.3 The ICML (2003) Workshop
First, a hint at the fact that research on the class imbal-
ance problem is starting to mature is the fact that a big
proportion of the 2003 workshop was occupied by the com-
parison of previously proposed schemes for dealing with the
class imbalanced problem [9][14][37]. These papers looked
at random oversampling, oversampling with artificially gen-
erated samples, random undersampling, and directed un-
dersampling. In conjunction with sampling, these papers
also considered probabilistic estimates, pruning, threshold
adjusting and cost-matrix adjusting. In addition, the pa-
per by [60] proposed several new directed undersampling

3http://purl.org/peter.turney/bibliographies/cost-
sensitive.html
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schemes which were compared to each other and to ran-
dom undersampling. [47] consider two different methods for
balancing the class distribution in the data set, and then
extend that scenario to only one-class learning. They show
that one-class SVM learning can be beneficial for certain
domains (an extended version of their paper appears in this
Volume). Though all these papers shed some light on the
way various methods compare, there is no single final word
on the question. In other words, a number of techniques
were shown to be effective if applied in a certain context,
where the breadth of the context may vary. It is worth
noting that there was much more discussion at ICML 2003
on sampling methods as compared to the AAAI workshop.
That brings us to question: Is sampling becoming a de facto

standard for countering imbalance?

In addition to sampling, an important question to consider,
particularly when applying machine learning to a real-world
problem, is the cost associated in acquiring the data. Given
these costs, a ”budgeted” sampling approach is required. In
the opening talk, Foster Provost discussed different costs in
procuring the data, and learning from it [43]. His presenta-
tion suggested that when using ROC as the performance cri-
teria, a balanced distribution is mostly the preferred choice.
He also addressed the question: Given a budget for data

procurement, what class distribution should be used? He
proposed a novel budget-sensitive progressive sampling ap-
proach, which is not worse than choosing a balanced or nat-
ural distribution.

Although the issue of how to evaluate classifiers in cases
of class imbalances seemed settled by the adoption of ROC
curves and, to a lesser extent, Cost Curves, the question
resurfaced at the 2003 workshop when Charles Elkan [16]
pointed out that ROC curves are unable to deal with within-
class imbalances and different within-class misclassification
costs. However, if there are well defined subcategories of
one class, the evaluation set can be resampled in proportion
to true sub-class proportions and their costs. Elkan sug-
gested that the issue of how to evaluate classifiers in cases
of class-imbalances should be revisited in accordance with
this question. Another issue with regard to the evaluation of
classifiers is concerned with the distribution that should be
used in the testing set. It is often assumed that the target
distribution should be used, but the issue with this solution
is the fact that the target distribution is usually unknown.
One interesting criticism raised in conjunction with this se-
ries of papers, however, is worth noting here: too much
reliance of the class-imbalance research community on C4.5
[45]. It was argued, in particular, that C4.5 is not the best
classifier for dealing with class imbalances and that the com-
munity should focus on it less. Two ensuing questions re-
lated to that issue were whether some classifiers are insen-
sitive to class imbalances [24]; and whether classification
really is the task to focus on, or whether it would be best to
perform ranking (through probability estimation) [16].
In another invited talk, Naoki Abe presented various strate-
gies for selective sampling based on query learning [5]. This
aids in selecting data near the decision boundary. He pro-
posed cost-proportionate sampling methodologies. He also
discussed a cost-sensitive ensemble learning method called
Costing [59], which achieved significant improvements over
random resampling methods. [32] also discussed using se-
lective sampling as a part of active sampling before learning
a one-class classifier. In that work, it was shown that data

selection driven by the uncertainty of a classifier and/or dis-
tance from the target class provide viable (although some-
what classifier dependent) approaches.
A number of papers discussed interaction between the class
imbalance and other issues such as the small disjunct [27]
and the rare cases [23] problems, data duplication [34], and
overlapping classes [54]. It was found that in certain cases,
addressing the small disjunct problem with no regard for
the class imbalance problem was sufficient to increase per-
formance4. Though in other cases, [41] found that handling
the small disjuncts was not sufficient. The method for han-
dling rare case disjuncts was found to be similar to the m-
estimation Laplace smoothing, but it requires less tuning.
It was also found that data duplication is generally harmful,
although for classifiers such as Naive Bayes and Perceptrons
with Margins, high degrees of duplication are necessary to
harm classification [34]. It was argued that the reason why
class imbalances and overlapping classes are related is that
misclassification often occurs near class boundaries where
overlap usually occurs as well.

Two of the workshop papers also presented novel approaches
such as [61] who proposed a feature selection approach specif-
ically tuned to the class imbalance problem (an expanded
version of their work appears in this volume and will be dis-
cussed in more detail below) and [57] who propose to modify
the Kernel function or matrix of an SVM by adapting it lo-
cally based on the data distribution.

3. SUMMARY OF THIS VOLUME’S CON-
TRIBUTIONS (2004)

In this section, we summarize the most recent developments
in the area of class imbalances by describing briefly the con-
tributions to this volume along with the context in which
they fall. Gary Weiss [55] presents an overview of the field
of learning from imbalanced data. He pays particular atten-
tion to differences and similarities between the problems of
rare classes and rare cases. He then discusses some of the
common issues and their range of solutions in mining im-
balanced datasets. The rest of the contributions are made
to three subareas of the class imbalance problem: Sampling,
One Class Learning, and Feature Selection.

3.1 Sampling
The compelling question, given the different class distribu-
tions, is: What is the correct distribution for a learning al-

gorithm? It has been observed that naturally occurring dis-
tribution is not always the optimal distribution [56]. In ad-
dition, the imbalance in the data can be more characteristic
of the ”sparseness” in feature space than the class imbalance
[10].
Random undersampling can potentially remove certain im-
portant examples, and random oversampling can lead to
overfitting. In addition, oversampling can introduce an ad-
ditional computational task if the data set is already fairly
large but imbalanced. How much to oversample or un-
dersample is usually empirically detected. There has been
a progression in sampling methods to focus on particular
majority or minority class samples. Another interesting
paradigm of research utilizing (adaptive or random or fo-

4An expanded version of [27] appears in this volume and
will be discussed further below.
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cused) sampling is evolving under the multiple classifier sys-
tems or ensembles domain [8][12][11][46][51][17][31][59].
Various papers in this special issue focus on utilizing sam-
pling methods directly or as a part of ensemble learning.
Batista et. al [6] present a comparison (and combination) of
various sampling strategies. They note that combining fo-
cused over and undersampling, such as SMOTE+Tomek or
SMOTE+ENN is applicable when the data sets are highly
imbalanced or there are very few instances of the minority
class. Guo and Viktor [21] propose another technique that
modifies the boosting procedure — DataBoost. As com-
pared to SMOTEBoost, which only focuses on the hard mi-
nority class cases, this technique employs a synthetic data
generation process for both minority and majority class cases.
Phua et. al [42] combine bagging and stacking to identify
the best mix of classifiers. In their insurance fraud detec-
tion domain, they note that stacking-bagging achieves the
best cost-savings. Jo and Japkowicz [30] shed some new and
different light to the problem of class imbalance in a data
set. They suggest that small disjuncts (due to class im-
balance) in C4.5 decision trees and backpropagation neural
networks are responsible for performance degradation. The
(often) negative impact of class imbalance is compounded
by the problem of small disjuncts, particularly in small and
complex data sets. They propose use of cluster-based over-
sampling to counter the effect of class imbalance and small
disjuncts.

3.2 One-class Learning
When negative examples greatly outnumber the positive
ones, certain discriminative learners have a tendency to over-
fit. A recognition-based approach provides an alternative
to discrimination where the model is created based on the
examples of the target class alone. Here, one attempts to
measure (either implicitly or explicitly) the amount of sim-
ilarity between a query object and the target class, where
classification is accomplished by imposing a threshold on the
similarity value [26].

Mainly, two classes of learners were previously studied in
the context of the recognition-based one-class approach—
SVMs [50][49] and autoencoders [26][38]—and were found
to be competitive [38].

An interesting aspect of one-class (recognition-based) learn-
ing is that, under certain conditions such as multi-modality
of the domain space, one class approaches to solving the
classification problem may in fact be superior to discrimina-
tive (two-class) approaches (such as decision trees or Neural
Networks) [26]. This is supported in the current volume
by [48], who demonstrate the optimality of one-class SVMs
over two-class ones in certain important imbalanced-data
domains, including genomic data. In particular, [48] shows
that one class learning is particularly useful when used on
extremely unbalanced data sets composed of a high dimen-
sional noisy feature space. They argue that the one-class
approach is related to aggressive feature selection methods,
but is more practical since feature selection can often be too
expensive to apply.

3.3 Feature Selection
Feature selection is an important and relevant step for min-
ing various data sets [22]. Learning from high dimensional
spaces can be very expensive and usually not very accurate.
It is particularly relevant to various real-world problems

such as bioinformatics, image processing, text classification,
Web categorization, etc. High dimensional real-world data
sets are often accompanied by another problem: high skew
in the class distribution, with the class of interest being rel-
atively rare. This makes it particularly important to select
features that lead to a higher separability between the two
classes. It is important to select features that can capture
the high skew in the class distribution. The majority of work
in feature selection for imbalanced data sets has focused on
text classification or Web categorization domain [39][19].

A couple of papers in this issue look at feature selection in
the realm of imbalanced data sets, albeit in text classifica-
tion or Web categorization. Zheng and Srihari [62] suggest
that existing measures used for feature selection are not very
appropriate for imbalanced data sets. They propose a fea-
ture selection framework, which selects features for positive
and negative classes separately and then explicitly combines
them. The authors show simple ways of converting existing
measures so that they separately consider features for neg-
ative and positive classes. Castillo and Serrano [7] do not
particularly focus on feature selection, but make it a part of
their complete framework. They use a multi-strategy clas-
sifier system to construct multiple learners, each doing its
own feature selection based on genetic algorithm. Their pro-
posed system also combines the predictions of each learner
using genetic algorithms.

4. SUMMARY
To summarize the Editorial, we attempted to (briefly) chart
out the progress in related areas of learning from imbal-
anced data sets by outlining some of the trends since the
AAAI 2000 workshop. The problem of class or cost imbal-
ance is prevalent in various real world scenarios. As this field
slowly matures, novel questions and problems stem requiring
equally novel solutions. We hope that this Issue stimulates
new directions and solutions that can lead to both theoret-
ical insight and practical applications.
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