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Database Systems for Estimating Null Values
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Abstract—in recent years, some methods have been proposedto ~ Membership

estimate null values in relational database systems. However, the G’ide

estimated accuracy of the existing methods are not good enough.

In this paper, we present a new method to generate weighted fuzzy L SL M SH H
rules from relational database systems for estimating null values 1.0

using genetic algorithms (GAs), where the attributes appearing
in the antecedent part of generated fuzzy rules have different
weights. After a predefined number of evolutions of the GA, the
best chromosome contains the optimal weights of the attributes,
and they can be translated into a set of rules to be used for
estimating null values. The proposed method can get a higher
average estimated accuracy rate than the methods we presented Sal

> alary

In two previous papers. 0 25 35 45 55 65 1 (104 dollars)

Index Terms—Fuzzy sets, genetic algorithms (GAs), member-
ship functions, null values, relational database systems, weighted Fig. 1. Membership functions of the linguistic terms of the attribute “Salary.”
fuzzy rules.

Membership
Grade
|. INTRODUCTION T
T IS obvious that data mining is one of the important o L SL M SH H

research topics of artificial intelligence. With data mining
techniques, we can extract useful knowledge from training
data to solve problems. Many methods have been proposed
generate fuzzy rules from training instances [3], [5], [6], [15],
[17], [18] based on the fuzzy set theory [19]. In [6], we have
presented a method for generating fuzzy rules from relationa
database systems for estimating null values. However, th > Experience
average estimated accuracy rate of the method we present... ¢ ' 3 > 7 910 (years)

in [6] is not good enough. It is necessall’y to d_eveIOp a moltﬁeg. 2. Membership functions of the linguistic terms of the attribute
powerful method to estimate null values in relational databas&perience.”

systems.

In [4], we have presented a method to estimate null values vi vy || v,
in the distributed relational databases environment. However,
there is a drawback in the method we presented in [4], i.e., the Vi| 1wl U
rules used in [4] are given by experts and are not automatically Vo [Ur| 1 |- |z
generated by the system. Furthermore, the average estimated : :
accuracy rate of the method we presented in [4] is also not good Vi [Un [um |+ | 1

enough.
Fig. 3. Fuzzy relation matrix of the linguistic variable V.
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TABLE |
RULE BASE CONTAINS WEIGHTED FUzzY RULES

Rule 1: IF Al =ap (W = W]l) AND A2 = an (W = le) AND ... AND An = a1 (W = Wln) THEN B1 =1
Rule 2: IF Al = dy (W = W21) AND Az = a9 (W = W22) AND ... AND An = a2 (W = WZn) THEN BZ =t

Rule m: IF A, = a (W =wp1) AND As =a,,, (W=w,,) AND ... AND A, =a,, (W =w,,) THEN B, =t,

values in relational database systems. It can get a higher that his experience (i.e., 4 y) belonging to the linguistic terms
erage estimated accuracy rate than the methods we presenfé@omewhat Low” (SL) and “Medium” (M) are 0.5 and 0.5,
in [4] and [6]. respectively. Let x be a real value, and let X and Y be two lin-
The rest of this paper is organized as follows. In Section Kuistic terms. Assume that the degrees of membership of x be-

we briefly review the basic concepts of fuzzy sets from [19]onging to X and Y are a and b, respectively, where B, 1]
In Section IIl, we briefly review a method for estimating nulland be [0, 1]. Based on [6] and [18], if & b, then the real
values in database systems from [4]. In Section IV, we presesatiue x is fuzzified into X/a. Thus, in the previous example, the
a method to tune the weights of the attributes appearing in thmployee’s salary (i.e., 48 000 dollars) is fuzzified into M/0.7,
antecedent parts of the generated fuzzy rules using GAs for eatid his experience (i.e., 4 years) is fuzzified into SL/0.5. If pis a
mating null values in relational database systems. In Sectionfdnnumeric datum, whereg {Bachelor, Master, Ph.D, then
we present an example to illustrate the process of estimating radtording to [6], p is fuzzified into p/1.0, wherep{Bachelor,
values in relational database systems. The conclusions are Master, Ph.D}..
cussed in Section VI.

lll. REVIEW OF CHEN-AND-CHEN'S METHOD FORESTIMATING

[I. BAsiC CONCEPTS OHFUzzZY SETS NULL VALUES IN RELATIONAL DATABASE SYSTEMS

In 1965, Zadeh proposed the theory of fuzzy sets [19]. In aln this section, we briefly review the method we presented
fuzzy set, each element in the set is associated with a memheit4] for estimating null values in relational database systems.
ship value between 0 and 1 described by a membership functiirst, we can use fuzzy similarity matrices to represent fuzzy re-
to indicate the grade of membership of the element in the fuzgtions. Assume that a linguistic variable V has linguistic terms
set. There are two types of membership functions to represepntws, ..., andv,,, and assume that its fuzzy similarity matrix
fuzzy sets. One is the discrete type membership function, agcshown in Fig. 3, where,;; denotes the degree of similarity
the other is the continuous type membership function. Let ketweenw; andv;. The closeness degree betwegmndv; of

be the universe of discourse, ) {uy, ua, ..., un}. Afuzzy the linguistic variable V is denoted as CIv;, v;), where CD,
subset A of the universe of discourse U can be represented\gsv;) = u,;;, 1 <i<n,and 1< j < n. Itis obvious that CD
follows: (vi, v;) = 1, where 1< i < n. It should be noted that each ele-

_ ment in a fuzzy relation matrix is defined by a domain expert.
A= palun)fu+ paluz)f vz + oot palun) /v (1) Furthermore, the expert also defines a ranking function for
where 4 is the membership function of the fuzzy subset Ainguistic terms in order to rank linguistic terms. Assume that
pat U— [0, 1], andpua (u;) indicates the grade of membershim linguistic variable V contains linguistic terms andv;, and

of u; in the fuzzy subset A. If the universe of discourse U is assume that the rank of linguistic termis prior to the rank of
continuous set, then the fuzzy subset A can be representedirguistic termw;, then the ranking order betweenandv; can
follows: be defined as follows:

A= / uA(u)/u, u e U. @) Rank(v;) > Rank(v;)
JU

L <i< <j< i# .
A linguistic term can be represented by a fuzzy set repr\év-here lcisnl<j<n andi#]

sented by a membership function. In this paper, the membs\r-
ship functions of the linguistic terms “L,” “SL,” “M.” “SH,” "~ _ o ) o )
and “H” of the attributes “Salary” and “Experience” in a rela- A rule base is used to indicate relationships in which some

tional database system are adopted from [6] as shown in Figgtiributes determine other attributes. For example, Table | shows
and Fig. 2, respectively, where “L” denotes “Low,” “SL” de-2 Set of rules including the weights of the attributes, where all
notes “Somewhat Low,” “M” denotes “Medium.” “SH” denotesfules inthe rule base are given by expests denotes the weight
“Somewhat High,” and “H” denotes “High.” Assume that ther@f attribute A of the ith rule in the rule basey;; € [0, 1],

is an employee whose salary is 48 000 dollars per month, ghd 1 < n, andl <j < n.

assume that his working experience is 4 y, then according to _ . |

Fig. 1, we can see that the degree of membership that his saRryEStimating Null Values

(i.e., 48 000 dollars) belonging to the linguistic terms “Medium” The basic idea of the method we presented in [4] is to see
(M) and “Somewhat High” (SH) are 0.7 and 0.3, respectivelyhich rule appearing in the rule base shown in Table | is closest
According to Fig. 2, we can see that the degrees of memberstughe tuple having a null value. The null value can be estimated

Rule Base
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Gene

2 3 4 5 6 7 8 9 1 11
Number 0 12 13 14 15

Real | Real | Real | Real | Real | Real | Real | Real | Real | Real | Real | Real | Real | Real | Real
value | value | value | value | value | value | value | value | value | value | value | value | value | value | value
B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L

Fig. 4. Format of a chromosome.

TABLE I
RELATION IN A RELATIONAL DATABASE [4], [6]

S1 Ph.D. 7.2 63,000

S2 Master 2.0 37,000
S3 Bachelor 7.0 40,000
S4 Ph.D. 1.2 47,000
S5 Master 7.5 53,000
S6 Bachelor 1.5 26,000
S7 Bachelor 2.3 29,000
S8 Ph.D. 2.0 50,000
S9 Ph.D. 3.8 54,000
S10 Bachelor 3.5 35,000
S11 Master 3.5 40,000
S12 Master 3.6 41,000
S13 Master 10.0 68,000
S14 Ph.D. 5.0 57,000
S15 Bachelor 5.0 36,000
S16 Master 6.2 50,000
S17 Bachelor 0.5 23,000
S18 Master 7.2 55,000
S19 Master 6.5 51,000
S20 Ph.D. 7.8 65,000
S21 Master 8.1 64,000
S22 Ph.D. 8.5 70,000

by the closeness degree of the tuple with respect to the closast two cases to be considered to calculate the closeness degree
rule. between tuplél’; and ruler;.

Assume that there is a relation in a relational database system) A, is defined in a numerical domain: The closeness de-
having attributesA, A, ..., A,, and B, and assume that the greeCDv;i(rj. Ay, Ti.Ay) between;. A, andT;. A can

attributesA, Ao, ..., and A,, determine the attribute B. Let be calculated as follows:
“r;.Ay” denote the value of attributdy appearing in the an- T;. A},
tecedent portion of rule; and let “T;.A,” denote the value of CDvji(rj. Ay, 1;. Ax) = Ay 3)

attribute A of tuple T;. If there is a null value in the attribute
B, then the null value can be estimated as follows.

Case 1: If the attribute B is defined in a numerical domain,
and there is a rulg rwherel < j < m, in the rule base shown

2) Ay is defined in a nonnumerical domain: First, check
the ranking order betweeli;. Ay andr;.Ax. Then, the
closeness degré&v;; (1. Ay, Ti.Ak) between;. Ay and
T;.Ax can be calculated as follows:

as follows:
CD’U]'Z'(’I‘]'.Ak, Ti.Ak) =
— .. — W — .. R 1 .
IF AL = a1 (W = wjr) AND Ag = aip (W = wis) i Rauk(Z3.44) > Rank(r;.4;)
AND --- AND A, = aj,(W = wjy) R[r;. Ak, T;. Ax]
THENB = \; R[rj. Ay, T;.Ag], if Rank(T;.Ar) < Rank(r;.Ay)
(4)

wherel < j < m. Since attribute\, can be defined either in a where R is a fuzzy similarity matrix and

numerical or a nonnumerical domain, whérel k < n, there R[rj.Ag, Ti .Ag] denotes the degree of similarity
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TABLE Il
FuzzIFIED RESULTS OF THEVALUES OF THEATTRIBUTES “D EGREE AND “EXPERIENCE’

S1 Ph.D./1.0 SH/0.9 63,000
S2 Master/1.0 L/0.5 37,000
S3 Bachelor/1.0 SH/1.0 40,000
S4 Ph.D./1.0 L/0.9 47,000
S5 Master/1.0 SH/0.75 53,000
S6 Bachelor/1.0 L/0.75 26,000
S7 Bachelor/1.0 SL/0.65 29,000
S8 Ph.D./1.0 L/0.5 50,000
S9 Ph.D./1.0 SL/0.6 54,000
S10 Bachelor/1.0 SL/0.75 35,000
S11 Master/1.0 SL/0.75 40,000
S12 Master/1.0 SL/0.7 41,000
S13 Master/1.0 H/1.0 68,000
S14 Ph.D./1.0 M/1.0 57,000
S15 Bachelor/1.0 M/1.0 36,000
S16 Master/1.0 SH/0.6 50,000
S17 Bachelor/1.0 L/1.0 23,000
S18 Master/1.0 SH/0.9 55,000
S19 Master/1.0 SH/0.75 51,000
S20 Ph.D./1.0 SH/0.6 65,000
S21 Master/1.0 H/0.55 64,000
S22 Ph.D./1.0 H/0.75 70,000

betweenr; .Ay and T; .Ax. The closenes€D(r;, Ti) wherel < j < m.Because attribut&, can be defined either in

degree between tupl®; and ruler; can be calculated a numerical or a nonnumerical domain, wher€ k < n, there

as follows: are two cases to be considered to calculate the closeness degree
between tuplel’; and ruler;.

CD(r;, T;) = Z CDuwji(r;.Ag, T5. Ar) X wjr, ~ (5) 1) Ay is defined in a numerical domain: The closeness de-

k=1 greeCDvji(rj. Ak, Ti.Ax) between;. A, andT;. Ay can
) ) be calculated by formula (3).
rj, 1 < j < m,andl < k < n. After the closeness First, check the ranking order betweefi;. Ay
degree between tuplg; and each rule; in the rule base and rj.Ay, respectively. Then, the closeness degree
has been calculated, whete< j < m, the system will CDvji(rj. A, Ti.Ay) betweenr;. A, and T;.A, can
choose the rule whose closeness degrév;i(r;. Ax, be calculated by formula (4). The closeness degree
T;.Ay) with respect to tupl€; is closest to 1.0. Assume CD(rj, T;) between tuplel; and ruler; can be calcu-

that ruler; whose closeness degree with respect to tuple  |ated by formula (5), wherev;, denotes the weight of
T; is closest to 1.0, then the null value of attribute B of attributeA,, of ruler;, 1 < j < m, andl < k < n. After

tuple T; can be estimated as follows: the closeness degree between tupjeand each rule;
in the rule base has been calculated, where j < m,
T;.B = CD(r;j, T;) X N;. (6) the system will choose the rule whose closeness degree
with respect to tuplérl’; is closest to 1.0. Assume that
Case 2:If the attribute B is defined in a nonnumerical ruler; whose closeness degree with respect to tiiplis
domain, and there is a rule in the knowledge base shown closest to 1.0, then the null value of attribute B of tuple
as follows: T, can be estimated as follows:
IF A1 = ajl(W = le) AND Ag = ajg(VV = ng) TlB = Wj. (7)

AND ... AND An = ajn(W = an)
THENB = W; For more details, please refer to [4].
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e 12 3 45 6 7 8 9 10 1 13 14 15
0.01 | 0.071|0.343 | 0.465 | 0.505 | 0.303 | 0.495 | 0.081 | 0.778 | 0.717 | 0.303 0.869 | 0.828 | 0.434
B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SLL P-SL B-L M-L P-L
Fig. 5. Example of a chromosome.
[V. TUNING THE WEIGHTS OF THEATTRIBUTES USING GAS Rule 2: IF Degree= MasterAND Experience= High,

In this section, we present a method to tune the weights of at-
tributes using GAs for estimating null values in relational data- Rule 3:
base systems.

Rule 4:
A. Format of a Chromosome

Let us consider a relation of a relational database shown in
Table Il [4], [6]. Based on Figs. 1 and 2, the values of attributes
“Degree” and “Experience” shown in Table Il can be fuzzified
into in Table Ill. First, we define the format of a chromosome
as shown in Fig. 4, where the value of each gene in a chromo-
some is a real value between zero and one, and the 13th gene |
beled “B-L” shown in Fig. 4 denotes the fuzzified values of the
attributes “Degree” and “Experience” are “Bachelor” (B) and
“Low” (L), respectively (e.g., the tuples whose EMP-ID are S6
and S17 as shown in Table IlI). Rule 7:

From Fig. 4, we can see that each chromosome represents
a combination of the weights of attributes, and it is a string
of the weights of the attributes which will be used to estimate
null values in relational database systems. A population con-
tains a set of chromosomes, and we can arbitrary set the number
of chromosomes in a population. In this paper, we let a chro-g 1o g
mosome consist of 15 genes. Because the total weights of at-
tributes must be equal to one, the weight of attribute “Experi-
ence” must equal to one minus the weight of attribute “Degree.” Rule 10
For example, assume that there is a chromosome as shown in
Fig. 5. Assume that we want to estimate the null value of the
attribute “Salary” of a tuple whose fuzzified values of the at-
tributes “Degree” and “Experience” are “Ph.D.”(P) and “Some- Rule 11:
what Low”(SL), then from Fig. 5 we can see that the value of
the gene labeled “P-SL” is 0.869. It means that if we want to
estimate the null value of the attribute “Salary” of this tuple,
where the values of the attributes “Degree” and “Experience”
of the tuple are “Ph.D.”(P) and “Somewhat Low”"(SL), we will
let the weights of the attributes “Degree” and “Experience” of Rule 13:
the tuple be equal to 0.869 and 0.131 (ile; 0.869 = 0.131),
respectively, to calculate the degrees of closeness between the
tuple which contains the null value and other tuples in the data-p 1o 14-
base, respectively. Therefore, the contents of the chromosome
shown in Fig. 5 can be translated into the following 15 rules.

Rule 1:

Rule 5:

Kule 6:

Rule 8:

Rule 12:

IF Degree= BachelotAND Experience= High, Rule 15:
THEN the Weight of Degree=- 0.010AND the

Weight of Experience= 0.99.

THEN the Weight of Degree= 0.071 AND the
Weight of Experience= 0.929.

IF Degree= Ph.D.AND Experience= High,
THEN the Weight of Degree- 0.343AND the
Weight of Experience= 0.657.

IF Degree = Bachelor AND Experience=
Somewhat High,THEN the Weight of De-
gree= 0.465 AND the Weight of Experience
= 0.535.

IF Degree = Master AND Experience =
Somewhat High,THEN the Weight of De-
gree= 0.505 AND the Weight of Experience
= 0.495.

IF Degree= Ph.D.AND Experience= Some-
what High, THEN the Weight of Degree
= 0.303 AND the Weight of Experience
= 0.697.

IF Degree = Bachelor AND Experience=
Medium, THEN the Weight of Degree- 0.495
AND the Weight of Experience: 0.505.

IF Degree = Master AND Experience =
Medium, THEN the Weight of Degree- 0.081
AND the Weight of Experience: 0.919.

IF Degree= Ph.D.AND Experience= Medium,
THEN the Weight of Degree- 0.778 AND the
Weight of Experience- 0.222.

IF Degree = Bachelor AND Experience=
Somewhat Low, THEN the Weight of De-
gree= 0.717 AND the Weight of Experience
= 0.283.

IF Degree= MasterAND Experience= Some-
what Low, THEN the Weight of Degree- 0.303
AND the Weight of Experience: 0.697.

IF Degree= Ph.D.AND Experience= Some-
what Low, THEN the Weight of Degree- 0.869
AND the Weight of Experience: 0.131.

IF Degree= BachelorAND Experience= Low,
THEN the Weight of Degree- 0.869 AND the
Weight of Experience= 0.131.

IF Degree= MasterAND Experience= Low,
THEN the Weight of Degree- 0.828 AND the
Weight of Experience= 0.172.

IF Degree= Ph.D. AND Experience= Low,
THEN the Weight of Degree= 0.434 AND the
Weight of Experience-= 0.566.
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TABLE IV is denoted as Closeness(T;), and the degree of closeness
DEGREE OFSIMILARITY BETWEEN THEVALUES OF THEATTRIBUTE “DEGREE  hanween tupled’; andTy is denoted as CIosenes.s(Tk) Let x
i .
=| Closeness(T T;) — 1] and let y= | Closeness(T Tx) — 1].

Bachelor | Master Ph.D. If X <y, then tupleT; is more close to tupl&’; than tupleTy.
After the closeness degree between tupjeand all the other
Bachelor 1 0.6 0.4 tuples in the relational database have been calculated, the tuple
Master 0.6 1 0.6 whose closeness degree with respect to tupls @losest to 1.0
Ph.D. 04 0.6 1 is regarded as closest to tuplle, where 1< i < n.
After calculating the degrees of closeness of the other tuples
B. Calculation of the Fitness Degree in the database with respect to tuflg the system will pick

hat th | . lati a tuple which is closest to tupl€;. Assume that tuplél’; is
Assume that there are n twplfg, T, ..., T, in a relation closest to tuple T then we can calculate the estimated value

R of arelational database system, where the value of the attriba.gqg Salary” of the attribute “Salary” of tuplé; as follows:
“Salary” of tupleT); is denoted asT;.Salary.” Let “ET,.Salary” " ' '

denote the estimated value '©f.Salary. In order to derive the ET;.Salary = T;.Salary x Closeness(T;, T}) (10)

value of ET,.Salary, we must find a tupl; which is closest to

the tupleT; regarding the values of the attributes “Degree” andhereT;.Salary denotes the value of the attribute “Salary” of

“Experience.” In the following, we present a method to calculatgple T;.

the degree of closeness between two tuples. In the same way, we can calculate the estimated values of
Based on a fuzzy similarity matrix, we can obtain the ddhe attribute “Salary” of all the tuples in a relational database.

gree of similarity between two nonnumeric values. For examplgfter we get the estimated values of the attribute “Salary” of

from Table IV, we can see that the degree of similarity betwee@fl the tuples in a relational database, we can calculate the es-

the degrees “Bachelor” and “Ph.D.” is 0.4. From [4], we can sdignated error of each tuple by (11), where Efrdenotes the

that the ranks of the terms “Bachelor,” “Master,” and “Ph.D.estimated error between the estimated value &lary of the

are 1, 2, and 3, respectively. That is attribute “Salary” of tupl€l’; and the actual valu@;.Salary of

Rank(Bachelor) = 1 the attribute “Salary” of tuple T

Rank(Master) =2 Error; = LT Salary — Ti.Salary. (12)

Rank(Ph.D.) =3. T;.Salary

Let X be a nonnumeric attribute. Based on the valy of Let Avg_Error denote the average estimated error of the tu-
the attribute X of tupléT; and the valudr;.X of the attribute X ples based on the combination of weights of the attributes de-
of tuple T;, where i j, the degree of closeness Closenegs(Tfved from the chromosome, where

T;) between tupleq; andT; can be calculated by (8) or (9), n
where Weight(T.Degree) and Weight{TExperience) denote ; Error;
the weights of the attributes “Degree” and “Experience,” Avg Error = L_T (12)

respectively, obtained from the fuzzified values of the attributes _ _ _
“Degree” and “Experience” of tupl&};, derived from a chro- Then, we can obtain the fithess degree of this chromosome as

mosome follows:

If Rank(7;.X) > Rank(7;.X) then Fitness Degree = 1 — Avg_FError. (13)

Closeness(T;, T;) = Similarity(7;.X, T;.X)

x Weight(T;.Degree) + M C. Selection Operations
T; .Experience

After a new population is generated, we can calculate the av-

x Weight(T;.Experience) (8)  erage fitness value of this population. Assume that Chromosome

If Rank(7}.X) < Rank(7;.X) then 1, Chromos_ome 2, and Chromosom¢3 are three chromosomes
of a population, and assume that their fithess values are 0.975,

Closeness(1;, Tj) = 1 /Similarity(7;. X, 7;.X) 0.744, and 0.480, respectively. Furthermore, assume that the av-

erage fitness value of this population is 0.627, then
i) for Chromosome 10.975/0.627 = 1.55 & 2;
ii) for Chromosome 20.744/0.627 = 1.18 = 1;
x Weight(7}j. Experience) () i) for Chromosome 30.480/0.627 = 0.77 = 1.
where Similarity(T.X, T;.X) denotes the degree of similarityThen, Chromosome 1 will get two positions, and Chromosome
betweerT;.X and T;.X, and its value is obtained from a fuzzy2 and Chromosome 3 will get one position, respectively, to con-
similarity matrix of the linguistic terms of the attribute X definedinue the crossover operations. After we check all the chromo-
by a domain expert. somes in the population, if the number of selected chromosomes
Let T;, T; and 1}, be three tuples in a relational databases less than the number of chromosomes in a population, we will
Assume that the degree of closeness between thpbndT; randomly pick up chromosomes to fill it up.

T; Experience
x Weight(T;.Deg T
€1g ( J egree) + Tj,Experience



CHEN AND HUANG: GENERATING WEIGHTED FUZZY RULES FROM RELATIONAL DATABASE SYSTEMS 501

The First Chromosome Crossover Point
Gene 2 3 4 5 6 7 8 9 10 11 12 13|l 14 .15
Number
0222 | 0.798 | 0.848 | 0.030 | 0.141 | 0.596 | 0.828 | 0.636 | 0.939 | 0.192 | 0.495 | 0.152 | 0.899 || 0.000 | 0.727
B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L
The Second Chromosome Crossover Point
Gene 2 3 4 5 6 7 8 9 10 11 12 13| 14 15
Number

0.323 | 0.465 | 0.424 | 0.000 | 0.354 | 0.677 | 0.707 | 0.061 | 0.475 | 0.889 | 0.535 | 0.010 | 0.758 |} 0.030 | 0.030

B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L

Fig. 6. Chromosomes before crossover operations.

The First Chromosome

Gene 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number
0.222 | 0.798 | 0.848 | 0.030 | 0.141 | 0.596 | 0.828 | 0.636 | 0.939 | 0.192 | 0.495 | 0.152 | 0.899 | 0.030 | 0.030
B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L
The Second Chromosome
Gene 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number

0.323 | 0.465 | 0.424 | 0.000 | 0.354 | 0.677 | 0.707 | 0.061 | 0.475 | 0.889 | 0.535 | 0.010 | 0.758 | 0.000 | 0.727

B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L

Fig. 7. Chromosomes after crossover operations.

D. Crossover Operations the system randomly picks chromosomes to perform the muta-

In this paper, we set the crossover rat¢o 1.0. Therefore tion operations, and it also randomly determines which gene in
’ - ’ ighromosome will perform the mutation operations. It should

after the selection operations, the number of chromosomesz ted that not tion performs the mutation ooer-
a population will continue to perform the crossover operation € noted that not every generation p utatl P

. FHfions. We can choose a mutation r@tevhereg € [0, 1], for
where the system randomly picks up two chromosomes as the ina th : : hen th
arents and randomly picks a crossover point. Then, the sys %formlng t e mutation operations. When the crossover opera-
P : ' ions are finished, the system generates a random number in [0,

performs the crossover operations on these two chromosorT St the random number is less thanthen the system will per-

at this crossover point to generate their two children. For €6rm the mutation operations with respect to the chromosomes

ample, after the crossover operations, the chromosomes Sh?H"fﬁis population. For example, assume that there is a chromo-
in Fig. 6 will beco_me_ the chromosomes shown in Fig. 7, whet® e as shown in Fig. 8(a), and assume that the system ran-
the crossover point is at the 13th gene labeled “B-L.” domly chooses the seventh gene of the chromosome to perform
) ) the mutation operation, then the system randomly gives the se-
E. Mutation Operations lected gene a new real value (e.g., 0.624), and the chromosome
After the crossover operations, the chromosomes in a pogirown in Fig. 8(a) will become the chromosome as shown in
lation will continue to perform the mutation operations, wherkig. 8(b).
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2 3 4 5 9 0 11 12 13 14 15
Number
0.01 | 0.071]0.343 | 0.465 | 0.505 0.778 | 0.717 | 0.303 | 0.869 | 0.869 | 0.828 | 0.434
B-H M-H P-H B-SH M-SH PSH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L
Gene 2 3 4 5 9 00 11 12 13 14 15
Number
0.01 | 0.071]0.343 | 0.465 | 0.505 0.778 | 0.717 | 0.303 | 0.869 | 0.869 | 0.828 | 0.434
BBH MH P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L

Fig. 8. Mutation operation of a chromosome. (Top) Before the mutation operation. (Bottom) After the mutation operation.

For each generation, the GA will continue to perform the sgene labeled “P-SH” of Fig. 9 (i.e., 0.303). It means that the
lection operations, the crossover operations, and the mutatieeights of the attributes “Degree” and “Experience” are 0.303
operations. After the GA converged, we can get a best combind 0.697 (i.e.] — 0.303 = 0.697), respectively. Based on (9),
nation of the weights of the attributes. If there is a tuple in thhe degree of closeness between the tupilgsandT; can be
database which has a null value, then we can estimate the wallculated as follows:
value by using the weights of attributes generated by the GA. Closeness(Ths, T1) =1 x 0.303 + 1.180 x (1 — 0.303)

V. ESTIMATING NULL VALUES IN RELATIONAL
DATABASE SYSTEMS

=0.303 + 0.822

=1.125.

Assume that there is a relation in a relational database con- )
taining a null value as shown in Table V, where Table V is de- After the degrees of closeness of all other tuples with
rived from Table 11 by letting the value of the attribute “Salary"€SPect to the tuple ;b are calculated, we can see that the
of the tupleT, be a null value. It should be noted that we ag!Pl€ T2 is closest to the tupld's, (i.e., the closeness degree
sume that the value of the attribute “Salary” of the tuplg is Cl0S€Ness(h, Txo) between the tupleg,, and Ty is closest

unknown, and then we are able to check how close the estina-1-0). where the degree of closeness Closengss(To)

tion comes to the actual value. between the tuplessf and Ty is calculated as follows:
Based on Table V, after applying the GA under the param- 8.5

eters: the size of populatica 60, the number of generations Closeness(T32, Tzo) =1 x 0.303 + 78"~ (1-0.303)

= 300, the crossover rate 1.0, and the mutation rate 0.2,

we can get the best chromosome which contains the combina-

tion of the weights of the attributes “Degree” and “Experience”

as shown in Fig. 9. , Based on (10), by multiplying the value of the attribute
In order to estimate the null value of the attribute “Salary” OfSaIary” of the tuple To, and the degree of closeness

tuple T2 whose EMP-ID is S22, we must find a tuple which i?:loseness(;l;, Tao) between the tuplelsy and Tos, the

closest to the tupld&'s,. The process for computing the degre%stimated value “E%;.Salary” of the attribute “Salary” of the
of closeness between two tuples is illustrated as follows. Lﬁ:'JtheTQQ can be calculated as follows:

us consider the tupl@; shown in Table V whose EMP-ID is

S1 as an example. We can see that the values of the attributes
“Degree” and “Experience” of the tuplg, are “Ph.D.” (P) and
“7.2,” respectively. We also can see that the degree of similarity
between the values of the attribute “Degree” of the tuple@nd From Table Il, we can see that the actual value of the attribute
the tupleTys is 1 (i.e., Similarity(h2.Degree, T.Degree) = 1). “Salary” of the tupleT'y, is 70 000. Based on (11), we can cal-
Then, based on the values of the attribute “Experience” of thelate the estimated error of the estimated value of the attribute
tuple 71 and the tuplél/s,, we can get “Salary” of the tupleTs, as follows:

8.5 69 065.83 — 70 000

_ o9 E —
=73 1.180. ITOr22 70000

=0.303 4+ 1.0897 x 0.697
=1.0625.

ETys.Salary =65000 x 1.0625
=69065.83.

Tos.Experience

T, .Experience

From Table lll, we can see that the fuzzified value of the at- — _ 93417
tribute “Experience” of the tupld'; whose EMP-ID is S1 is 70000
“SH” (Somewhat High). Therefore, we pick the value of the 6th =~ —0.01.
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TABLE V
RELATION IN A RELATIONAL DATABASE CONTAINING A NULL VALUE

S1 Ph.D. ‘ 72 63,000
S2 Master 2.0 37,000
S3 Bachelor 7.0 40,000
S4 Ph.D. 1.2 47,000
S5 Master 7.5 53,000
S6 Bachelor 1.5 26,000
S7 Bachelor 2.3 29,000
S8 Ph.D. 2.0 50,000
S9 Ph.D. 3.8 54,000
S10 Bachelor 3.5 35,000
S11 Master 3.5 40,000
S12 Master 3.6 41,000
S13 Master 10.0 68,000
S14 Ph.D. 5.0 57,000
S15 Bachelor 5.0 36,000
S16 Master 6.2 50,000
S17 Bachelor 0.5 23,000
S18 Master 7.2 55,000
S19 Master 6.5 51,000
S20 Ph.D. 7.8 65,000
S21 Master 8.1 64,000
S22 Ph.D. 8.5 Null

Gene

2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number

0.010 | 0.071 | 0.343 | 0.465 | 0.505 | 0.303 | 0.495 | 0.081 | 0.778 | 0.717 | 0.303 | 0.869 | 0.869 | 0.828 | 0.434

B-H M-H P-H B-SH M-SH P-SH B-M M-M P-M B-SL M-SL P-SL B-L M-L P-L

Fig. 9. Best chromosome obtained by applying the GA under the parameters: the size of populstiothe number of generatioss 300, the crossover rate
= 1.0, and the mutation rate- 0.2.

By repeating the same process, the estimated salary andThble VIl (i.e., under the parameters: the size of population
estimated error of each tuple in the database shown in Table-ll 60, the number of generations 300, the crossover rate
can be obtained as shown in Table VI. From Table VI, we caa 1.0, and the mutation rate- 0.2), where the best chromo-
see that the average estimated error of the proposed methosbisie indicating the best combination of the weights of the at-

equal to 0.018. tributes “Degree” and “Experience” is shown in Fig. 9. From
It is obvious that there are many parameters in a GA, suffg. 9 we can get the following 15 rules:

as the size of population, the crossover rate, the mutation rateRule 1: IF Degree= BachelorAND Experience= High,

the number of generations, etc. In this paper, we estimate the THEN the Weight of Degree- 0.010 AND the

value of the attribute “Salary” of each tuple shown in Table Il by Weight of Experience= 0.990

considering four situations with four parameters (i.e., the size ofRule 2: IF Degree= MasterAND Experience= High,

population, the number of generations, the mutation rate, and the THEN the Weight of Degree- 0.071 AND the

crossover rate), where the average estimated errors for different Weight of Experience= 0.929

situations are shown in Table VII. Rule 3: IF Degree= Ph.D.AND Experience= High,
From Table VII, we can see that the best chromosome which THEN the Weight of Degree- 0.343 AND the

has the largest fitness value occurs at the fourth situation of Weight of Experience-= 0.657
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TABLE VI
ESTIMATED SALARY AND ESTIMATED ERROR OFEACH TUPLE

1 Ph.D. 7.2 63,000 61515.00 -0.024
2 Master 37,000 36967.44 -0.001
3 Bachelor 7 40,000 40634.14 +0.016
4 Ph.D. 12 47,000 46873.66 -0.003
5 Master 7.5 53,000. 56134.37 +0.059
6 Bachelor 1.5 26,000 26146.40 +0.006
7 Bachelor 2.3 29,000 27822.08 -0.041
8 Ph.D. 2 50,000 50067.20 +0.001
9 Ph.D. 3.8 54,000 53958.94 -0.001
10 Bachelor 3.5 35,000 35152.00 +0.004
11 Master 3.5 40,000 40206.19 +0.005
12 Master 3.6 41,000 40796.57 -0.005
13 Master 10 68,000 68495.74 +0.007
14 Ph.D. 5 57,000 56240.72 -0.013
15 Bachelor 5 36,000 34277.54 -0.048
16 Master 6.2 50,000 49834.85 -0.003
17 Bachelor 0.5 23,000 23722.40 +0.031
18 Master 7.2 55,000 51950.6 -0.055
19 Master 6.5 51,000 51197.58 +0.004
20 Ph.D. 7.8 65,000 64813.75 -0.003
21 Master 8.1 64,000 60853.28 -0.049
22 Ph.D. 8.5 70,000 69065.83 -0.013
Average Estimated Error 0.018
TABLE VI Rule 9: IF Degree= Ph.D.AND Experience= Medium,
AVERAGE ESTIMATED ERRORS FORDIFFERENT PARAMETERS OF THEGA THEN the Welght of Degre& 0.778 AND the
: Average Weight of Experience= 0.222 .
Size of Numberof | Crossover |\, .o Rate| Estimated Rule 10: IF Degree = BachelorAND Experience=
Population | Generations |  Rate Error Somewhat Low,THEN the Weight of De-
30 100 L0 0.1 0.036 gree= 0.717 AND the Weight of Experience
40 150 1.0 0.1 0.032
50 200 1.0 02 0.027 = 0.283
60 300 1.0 0.2 0.018 Rule 11: IF Degree= MasterAND Experience= Some-
what Low, THEN the Weight of Degree- 0.303
AND the Weight of Experience: 0.697
Rule 12: IF Degree = Ph.DAND Experience= Some-
Rule 4: IF Degree= Bachelor AND Experience= what Low,THEN the Weight of Degree- 0.869
Somewhat High,THEN the Weight of De- AND the Weight of Experience- 0.131
gree= 0.465 AND the Weight of Experience Rule 13: IF Degree= BachelorAND Experience= Low,
- 0535 THEN the Weight of Degree- 0.869 AND the
Rule5: IF Degree = Master AND Experience = Weight of Experience= 0.131
Somewhat High,THEN the Weight of De- Rule 14: IF Degree= MasterAND Experience= Low,
gree= 0.505 AND the Weight of Experience THEN the Weight of Degree= 0.828 AND the
= 0.495 Weight of Experience= 0.172
Rule 6:  IF Degree= Ph.D.AND Experience= Some- ~ Rule 15:  IF Degree= Ph.D. AND Experience= Low,
what High, THEN the Weight of Degree THEN the Weight of Degree= 0.434 AND the
= 0.303 AND the Weight of Experience Weight of Experience= 0.566.
= 0.697 Based on the best chromosome shown in Fig. 9, we can es-
Rule 7: IF Degree = Bachelor AND Experience= timate the values of the attribute “Salary” of the tuples shown
Medium, THEN the Weight of Degree- 0.495 in Table Il. A comparison of the average estimated error of the
AND the Weight of Experience: 0.505 proposed method with that of the methods we presented in [4]
Rule 8: IF Degree = Master AND Experience = and [6] is shown in Table VIII. From Table VIII, we can see that

Medium, THEN the Weight of Degree- 0.081
AND the Weight of Experience: 0.919

the average estimated error of the proposed method is smaller
than that of the methods we presented in [4] and [6].
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TABLE VIl
COMPARISON OF THEESTIMATED RESULTS OF THEPROPOSEDMETHOD WITH THE EXISTING METHODS

1 | PhD. 72 163,000 63000 +0.000 65000 +0.032 | 61515.00 | -0.024

2 | Master 2 37,000 33711 -0.089 30704 -0.170 | 36967.44 | -0.001
3 [Bachelor 7 40,0000 46648 +0.166 35000 -0.125 | 40634.14 | +0.016
4 | Ph.D. 12 47,0000 36216 -0.229 46000 -0.021 | 46873.66 | -0.003

5 | Master 7.5 |53,000 56200 +0.060 54500 +0.028 | 5613437 | +0.059
6 |Bachelor] 1.5  [26,000 27179 +0.045 26346 +0.013 | 26146.40 | +0.006
7 [Bachelorf 2.3  [29,000[ 29195 +0.007 28500 -0.017 | 27822.08 | -0.041

8 | Ph.D. 2 50,000/ 39861 -0.203 50000 +0.000 | 50067.20 | +0.001
9 | Ph.D. 3.8 |54,000] 48061 -0.110 55000 +0.019 | 5395894 | -0.001

10 |Bachelor] 3.5  |35,000] 32219 -0.079 31538 -0.099 | 35152.00 | +0.004
11 | Master 3.5 |40,000] 40544 +0.014 41590 +0.040 | 40206.19 | +0.005
12 | Master 3.6 |41,000 41000 +0.000 45159 +0.101 | 40796.57 | -0.005

13 | Master 10 |68,000] 64533 -0.051 65000 -0.044 | 68495.74 | +0.007
14 | Ph.D. 5 57,0000 55666 -0.023 55000 -0.035 | 56240.72 | -0.013

15 [Bachelor 5 36,0000 35999 -0.000 35000 -0.028 | 34277.54 | -0.048

16 | Master 62  |50,000] 51866 +0.037 48600 -0.028 | 49834.85 | -0.003

17 [Bachelor] 0.5  [23,000] 24659 +0.072 25000 +0.087 | 2372240 | +0.031

18 | Master 72 |55,000 55200 +0.004 52400 -0.047 51950.6 -0.055

19 | Master 6.5 |51,000 52866 +0.037 49500 -0.029 | 51197.58 | +0.004
20 | Ph.D. 7.8 65,000 65000 +0.000 65000 +0.000 | 64813.75 | -0.003
21 | Master 8.1  |64,000( 58200 -0.091 58700 -0.083 | 6085328 | -0.049
22 | PhD. 8.5  [70,000] 67333 -0.038 65000 -0.071 | 69065.83 | -0.013

Average Estimated Error 0.062 0.051 0.018
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