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Generating Weighted Fuzzy Rules From Relational
Database Systems for Estimating Null Values

Using Genetic Algorithms
Shyi-Ming Chen, Senior Member, IEEE,and Chung-Ming Huang

Abstract—In recent years, some methods have been proposed to
estimate null values in relational database systems. However, the
estimated accuracy of the existing methods are not good enough.
In this paper, we present a new method to generate weighted fuzzy
rules from relational database systems for estimating null values
using genetic algorithms (GAs), where the attributes appearing
in the antecedent part of generated fuzzy rules have different
weights. After a predefined number of evolutions of the GA, the
best chromosome contains the optimal weights of the attributes,
and they can be translated into a set of rules to be used for
estimating null values. The proposed method can get a higher
average estimated accuracy rate than the methods we presented
in two previous papers.

Index Terms—Fuzzy sets, genetic algorithms (GAs), member-
ship functions, null values, relational database systems, weighted
fuzzy rules.

I. INTRODUCTION

I T IS obvious that data mining is one of the important
research topics of artificial intelligence. With data mining

techniques, we can extract useful knowledge from training
data to solve problems. Many methods have been proposed to
generate fuzzy rules from training instances [3], [5], [6], [15],
[17], [18] based on the fuzzy set theory [19]. In [6], we have
presented a method for generating fuzzy rules from relational
database systems for estimating null values. However, the
average estimated accuracy rate of the method we presented
in [6] is not good enough. It is necessary to develop a more
powerful method to estimate null values in relational database
systems.

In [4], we have presented a method to estimate null values
in the distributed relational databases environment. However,
there is a drawback in the method we presented in [4], i.e., the
rules used in [4] are given by experts and are not automatically
generated by the system. Furthermore, the average estimated
accuracy rate of the method we presented in [4] is also not good
enough.
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Fig. 1. Membership functions of the linguistic terms of the attribute “Salary.”

Fig. 2. Membership functions of the linguistic terms of the attribute
“Experience.”

Fig. 3. Fuzzy relation matrix of the linguistic variable V.

In this paper, in order to overcome the drawback of [4] and
[6], we improve the methods we presented in [4] and [6] and pro-
pose a new method to estimate null values in relational database
systems using genetic algorithms (GAs) [8], [10], [16], where
the attributes appearing in the antecedent parts of the generated
fuzzy rules have different weights. The proposed method uses
GAs to adjust the weights of the attributes for estimating null
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TABLE I
RULE BASE CONTAINS WEIGHTED FUZZY RULES

values in relational database systems. It can get a higher av-
erage estimated accuracy rate than the methods we presented
in [4] and [6].

The rest of this paper is organized as follows. In Section II,
we briefly review the basic concepts of fuzzy sets from [19].
In Section III, we briefly review a method for estimating null
values in database systems from [4]. In Section IV, we present
a method to tune the weights of the attributes appearing in the
antecedent parts of the generated fuzzy rules using GAs for esti-
mating null values in relational database systems. In Section V,
we present an example to illustrate the process of estimating null
values in relational database systems. The conclusions are dis-
cussed in Section VI.

II. BASIC CONCEPTS OFFUZZY SETS

In 1965, Zadeh proposed the theory of fuzzy sets [19]. In a
fuzzy set, each element in the set is associated with a member-
ship value between 0 and 1 described by a membership function
to indicate the grade of membership of the element in the fuzzy
set. There are two types of membership functions to represent
fuzzy sets. One is the discrete type membership function, and
the other is the continuous type membership function. Let U
be the universe of discourse, U . A fuzzy
subset A of the universe of discourse U can be represented as
follows:

(1)

where is the membership function of the fuzzy subset A,
: U [0, 1], and indicates the grade of membership

of in the fuzzy subset A. If the universe of discourse U is a
continuous set, then the fuzzy subset A can be represented as
follows:

(2)

A linguistic term can be represented by a fuzzy set repre-
sented by a membership function. In this paper, the member-
ship functions of the linguistic terms “L,” “SL,” “M.” “SH,”
and “H” of the attributes “Salary” and “Experience” in a rela-
tional database system are adopted from [6] as shown in Fig. 1
and Fig. 2, respectively, where “L” denotes “Low,” “SL” de-
notes “Somewhat Low,” “M” denotes “Medium,” “SH” denotes
“Somewhat High,” and “H” denotes “High.” Assume that there
is an employee whose salary is 48 000 dollars per month, and
assume that his working experience is 4 y, then according to
Fig. 1, we can see that the degree of membership that his salary
(i.e., 48 000 dollars) belonging to the linguistic terms “Medium”
(M) and “Somewhat High” (SH) are 0.7 and 0.3, respectively.
According to Fig. 2, we can see that the degrees of membership

that his experience (i.e., 4 y) belonging to the linguistic terms
of “Somewhat Low” (SL) and “Medium” (M) are 0.5 and 0.5,
respectively. Let x be a real value, and let X and Y be two lin-
guistic terms. Assume that the degrees of membership of x be-
longing to X and Y are a and b, respectively, where a[0, 1]
and b [0, 1]. Based on [6] and [18], if a b, then the real
value x is fuzzified into X/a. Thus, in the previous example, the
employee’s salary (i.e., 48 000 dollars) is fuzzified into M/0.7,
and his experience (i.e., 4 years) is fuzzified into SL/0.5. If p is a
nonnumeric datum, where p Bachelor, Master, Ph.D., then
according to [6], p is fuzzified into p/1.0, where p Bachelor,
Master, Ph.D..

III. REVIEW OF CHEN-AND-CHEN’S METHOD FORESTIMATING

NULL VALUES IN RELATIONAL DATABASE SYSTEMS

In this section, we briefly review the method we presented
in [4] for estimating null values in relational database systems.
First, we can use fuzzy similarity matrices to represent fuzzy re-
lations. Assume that a linguistic variable V has linguistic terms

, , and , and assume that its fuzzy similarity matrix
is shown in Fig. 3, where denotes the degree of similarity
between and . The closeness degree betweenand of
the linguistic variable V is denoted as CD(v , , where CD
(v , , 1 i n, and 1 j n. It is obvious that CD
(v , 1, where 1 i n. It should be noted that each ele-
ment in a fuzzy relation matrix is defined by a domain expert.

Furthermore, the expert also defines a ranking function for
linguistic terms in order to rank linguistic terms. Assume that
a linguistic variable V contains linguistic terms and , and
assume that the rank of linguistic termis prior to the rank of
linguistic term , then the ranking order betweenand can
be defined as follows:

where 1 i n, 1 j n, and i j.

A. Rule Base

A rule base is used to indicate relationships in which some
attributes determine other attributes. For example, Table I shows
a set of rules including the weights of the attributes, where all
rules in the rule base are given by experts,denotes the weight
of attribute A of the ith rule in the rule base, ,

, and .

B. Estimating Null Values

The basic idea of the method we presented in [4] is to see
which rule appearing in the rule base shown in Table I is closest
to the tuple having a null value. The null value can be estimated
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Fig. 4. Format of a chromosome.

TABLE II
RELATION IN A RELATIONAL DATABASE [4], [6]

by the closeness degree of the tuple with respect to the closest
rule.

Assume that there is a relation in a relational database system
having attributes , , and B, and assume that the
attributes , , and determine the attribute B. Let
“ ” denote the value of attribute appearing in the an-
tecedent portion of rule and let “ ” denote the value of
attribute of tuple . If there is a null value in the attribute
B, then the null value can be estimated as follows.

Case 1: If the attribute B is defined in a numerical domain,
and there is a rule r, where , in the rule base shown
as follows:

where . Since attribute can be defined either in a
numerical or a nonnumerical domain, where , there

are two cases to be considered to calculate the closeness degree
between tuple and rule .

1) is defined in a numerical domain: The closeness de-
gree , between and can
be calculated as follows:

(3)

2) is defined in a nonnumerical domain: First, check
the ranking order between and . Then, the
closeness degree , between and

can be calculated as follows:

if

if
(4)

where R is a fuzzy similarity matrix and
denotes the degree of similarity
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TABLE III
FUZZIFIED RESULTS OF THEVALUES OF THEATTRIBUTES “DEGREE” AND “EXPERIENCE”

between and The closeness
degree between tuple and rule can be calculated
as follows:

(5)

where denotes the weight of attribute of rule
, and . After the closeness

degree between tuple and each rule in the rule base
has been calculated, where , the system will
choose the rule whose closeness degree ,

with respect to tuple is closest to 1.0. Assume
that rule whose closeness degree with respect to tuple

is closest to 1.0, then the null value of attribute B of
tuple can be estimated as follows:

(6)

Case 2: If the attribute B is defined in a nonnumerical
domain, and there is a rule in the knowledge base shown
as follows:

where . Because attribute can be defined either in
a numerical or a nonnumerical domain, where , there
are two cases to be considered to calculate the closeness degree
between tuple and rule .

1) A is defined in a numerical domain: The closeness de-
gree , between and can
be calculated by formula (3).

2) A is defined in a nonnumerical domain.
First, check the ranking order between

and , respectively. Then, the closeness degree
, between and can

be calculated by formula (4). The closeness degree
between tuple and rule can be calcu-

lated by formula (5), where denotes the weight of
attribute of rule , , and . After
the closeness degree between tupleand each rule
in the rule base has been calculated, where ,
the system will choose the rule whose closeness degree
with respect to tuple is closest to 1.0. Assume that
rule whose closeness degree with respect to tupleis
closest to 1.0, then the null value of attribute B of tuple

can be estimated as follows:

(7)

For more details, please refer to [4].
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Fig. 5. Example of a chromosome.

IV. TUNING THE WEIGHTS OF THEATTRIBUTESUSING GAs

In this section, we present a method to tune the weights of at-
tributes using GAs for estimating null values in relational data-
base systems.

A. Format of a Chromosome

Let us consider a relation of a relational database shown in
Table II [4], [6]. Based on Figs. 1 and 2, the values of attributes
“Degree” and “Experience” shown in Table II can be fuzzified
into in Table III. First, we define the format of a chromosome
as shown in Fig. 4, where the value of each gene in a chromo-
some is a real value between zero and one, and the 13th gene la-
beled “B-L” shown in Fig. 4 denotes the fuzzified values of the
attributes “Degree” and “Experience” are “Bachelor” (B) and
“Low” (L), respectively (e.g., the tuples whose EMP-ID are S6
and S17 as shown in Table III).

From Fig. 4, we can see that each chromosome represents
a combination of the weights of attributes, and it is a string
of the weights of the attributes which will be used to estimate
null values in relational database systems. A population con-
tains a set of chromosomes, and we can arbitrary set the number
of chromosomes in a population. In this paper, we let a chro-
mosome consist of 15 genes. Because the total weights of at-
tributes must be equal to one, the weight of attribute “Experi-
ence” must equal to one minus the weight of attribute “Degree.”
For example, assume that there is a chromosome as shown in
Fig. 5. Assume that we want to estimate the null value of the
attribute “Salary” of a tuple whose fuzzified values of the at-
tributes “Degree” and “Experience” are “Ph.D.”(P) and “Some-
what Low”(SL), then from Fig. 5 we can see that the value of
the gene labeled “P-SL” is 0.869. It means that if we want to
estimate the null value of the attribute “Salary” of this tuple,
where the values of the attributes “Degree” and “Experience”
of the tuple are “Ph.D.”(P) and “Somewhat Low”(SL), we will
let the weights of the attributes “Degree” and “Experience” of
the tuple be equal to 0.869 and 0.131 (i.e., ),
respectively, to calculate the degrees of closeness between the
tuple which contains the null value and other tuples in the data-
base, respectively. Therefore, the contents of the chromosome
shown in Fig. 5 can be translated into the following 15 rules.

Rule 1: IF Degree BachelorAND Experience High,
THEN the Weight of Degree 0.010AND the
Weight of Experience .

Rule 2: IF Degree MasterAND Experience High,
THEN the Weight of Degree AND the
Weight of Experience .

Rule 3: IF Degree Ph.D. AND Experience High,
THEN the Weight of Degree 0.343AND the
Weight of Experience 0.657.

Rule 4: IF Degree Bachelor AND Experience
Somewhat High,THEN the Weight of De-
gree AND the Weight of Experience

.
Rule 5: IF Degree Master AND Experience

Somewhat High,THEN the Weight of De-
gree AND the Weight of Experience

.
Rule 6: IF Degree Ph.D.AND Experience Some-

what High, THEN the Weight of Degree
AND the Weight of Experience

.
Rule 7: IF Degree Bachelor AND Experience

Medium,THEN the Weight of Degree
AND the Weight of Experience .

Rule 8: IF Degree Master AND Experience
Medium,THEN the Weight of Degree
AND the Weight of Experience .

Rule 9: IF Degree Ph.D.AND Experience Medium,
THEN the Weight of Degree AND the
Weight of Experience .

Rule 10: IF Degree Bachelor AND Experience
Somewhat Low,THEN the Weight of De-
gree AND the Weight of Experience

.
Rule 11: IF Degree MasterAND Experience Some-

what Low,THEN the Weight of Degree
AND the Weight of Experience .

Rule 12: IF Degree Ph.D.AND Experience Some-
what Low,THEN the Weight of Degree
AND the Weight of Experience .

Rule 13: IF Degree BachelorAND Experience Low,
THEN the Weight of Degree AND the
Weight of Experience .

Rule 14: IF Degree MasterAND Experience Low,
THEN the Weight of Degree AND the
Weight of Experience .

Rule 15: IF Degree Ph.D. AND Experience Low,
THEN the Weight of Degree AND the
Weight of Experience .
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TABLE IV
DEGREE OFSIMILARITY BETWEEN THEVALUES OF THEATTRIBUTE “DEGREE”

B. Calculation of the Fitness Degree

Assume that there are n tuples in a relation
R of a relational database system, where the value of the attribute
“Salary” of tuple is denoted as “ .Salary.” Let “ET.Salary”
denote the estimated value of.Salary. In order to derive the
value of ET.Salary, we must find a tuple which is closest to
the tuple regarding the values of the attributes “Degree” and
“Experience.” In the following, we present a method to calculate
the degree of closeness between two tuples.

Based on a fuzzy similarity matrix, we can obtain the de-
gree of similarity between two nonnumeric values. For example,
from Table IV, we can see that the degree of similarity between
the degrees “Bachelor” and “Ph.D.” is 0.4. From [4], we can see
that the ranks of the terms “Bachelor,” “Master,” and “Ph.D.”
are 1, 2, and 3, respectively. That is

Let X be a nonnumeric attribute. Based on the value.X of
the attribute X of tuple and the value .X of the attribute X
of tuple , where i j, the degree of closeness Closeness(T,
T between tuples and can be calculated by (8) or (9),
where Weight(T.Degree) and Weight(T.Experience) denote
the weights of the attributes “Degree” and “Experience,”
respectively, obtained from the fuzzified values of the attributes
“Degree” and “Experience” of tuple , derived from a chro-
mosome

If

(8)

If then

(9)

where Similarity(T.X, .X) denotes the degree of similarity
between .X and T.X, and its value is obtained from a fuzzy
similarity matrix of the linguistic terms of the attribute X defined
by a domain expert.

Let , and be three tuples in a relational database.
Assume that the degree of closeness between tupleand

is denoted as Closeness(T, , and the degree of closeness
between tuples and is denoted as Closeness(T, . Let x

Closeness(T, and let y Closeness(T, .
If x y, then tuple is more close to tuple than tuple .
After the closeness degree between tupleand all the other
tuples in the relational database have been calculated, the tuple
whose closeness degree with respect to tuple Tis closest to 1.0
is regarded as closest to tuple, where 1 i n.

After calculating the degrees of closeness of the other tuples
in the database with respect to tuple, the system will pick
a tuple which is closest to tuple . Assume that tuple is
closest to tuple T, then we can calculate the estimated value
“ET .Salary” of the attribute “Salary” of tuple as follows:

(10)

where .Salary denotes the value of the attribute “Salary” of
tuple T .

In the same way, we can calculate the estimated values of
the attribute “Salary” of all the tuples in a relational database.
After we get the estimated values of the attribute “Salary” of
all the tuples in a relational database, we can calculate the es-
timated error of each tuple by (11), where Errordenotes the
estimated error between the estimated value ET.Salary of the
attribute “Salary” of tuple and the actual value .Salary of
the attribute “Salary” of tuple T

(11)

Let Avg_Error denote the average estimated error of the tu-
ples based on the combination of weights of the attributes de-
rived from the chromosome, where

(12)

Then, we can obtain the fitness degree of this chromosome as
follows:

(13)

C. Selection Operations

After a new population is generated, we can calculate the av-
erage fitness value of this population. Assume that Chromosome
1, Chromosome 2, and Chromosome3 are three chromosomes
of a population, and assume that their fitness values are 0.975,
0.744, and 0.480, respectively. Furthermore, assume that the av-
erage fitness value of this population is 0.627, then

i) for Chromosome 1: ;
ii) for Chromosome 2: ;
iii) for Chromosome 3: .

Then, Chromosome 1 will get two positions, and Chromosome
2 and Chromosome 3 will get one position, respectively, to con-
tinue the crossover operations. After we check all the chromo-
somes in the population, if the number of selected chromosomes
is less than the number of chromosomes in a population, we will
randomly pick up chromosomes to fill it up.
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Fig. 6. Chromosomes before crossover operations.

Fig. 7. Chromosomes after crossover operations.

D. Crossover Operations

In this paper, we set the crossover rateto 1.0. Therefore,
after the selection operations, the number of chromosomes in
a population will continue to perform the crossover operations,
where the system randomly picks up two chromosomes as the
parents and randomly picks a crossover point. Then, the system
performs the crossover operations on these two chromosomes
at this crossover point to generate their two children. For ex-
ample, after the crossover operations, the chromosomes shown
in Fig. 6 will become the chromosomes shown in Fig. 7, where
the crossover point is at the 13th gene labeled “B-L.”

E. Mutation Operations

After the crossover operations, the chromosomes in a popu-
lation will continue to perform the mutation operations, where

the system randomly picks chromosomes to perform the muta-
tion operations, and it also randomly determines which gene in
a chromosome will perform the mutation operations. It should
be noted that not every generation performs the mutation oper-
ations. We can choose a mutation rate, where [0, 1], for
performing the mutation operations. When the crossover opera-
tions are finished, the system generates a random number in [0,
1]. If the random number is less than, then the system will per-
form the mutation operations with respect to the chromosomes
in this population. For example, assume that there is a chromo-
some as shown in Fig. 8(a), and assume that the system ran-
domly chooses the seventh gene of the chromosome to perform
the mutation operation, then the system randomly gives the se-
lected gene a new real value (e.g., 0.624), and the chromosome
shown in Fig. 8(a) will become the chromosome as shown in
Fig. 8(b).



502 IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 11, NO. 4, AUGUST 2003

Fig. 8. Mutation operation of a chromosome. (Top) Before the mutation operation. (Bottom) After the mutation operation.

For each generation, the GA will continue to perform the se-
lection operations, the crossover operations, and the mutation
operations. After the GA converged, we can get a best combi-
nation of the weights of the attributes. If there is a tuple in the
database which has a null value, then we can estimate the null
value by using the weights of attributes generated by the GA.

V. ESTIMATING NULL VALUES IN RELATIONAL

DATABASE SYSTEMS

Assume that there is a relation in a relational database con-
taining a null value as shown in Table V, where Table V is de-
rived from Table II by letting the value of the attribute “Salary”
of the tuple be a null value. It should be noted that we as-
sume that the value of the attribute “Salary” of the tuple is
unknown, and then we are able to check how close the estima-
tion comes to the actual value.

Based on Table V, after applying the GA under the param-
eters: the size of population , the number of generations

, the crossover rate , and the mutation rate ,
we can get the best chromosome which contains the combina-
tion of the weights of the attributes “Degree” and “Experience”
as shown in Fig. 9.

In order to estimate the null value of the attribute “Salary” of
tuple T whose EMP-ID is S22, we must find a tuple which is
closest to the tuple . The process for computing the degree
of closeness between two tuples is illustrated as follows. Let
us consider the tuple shown in Table V whose EMP-ID is
S1 as an example. We can see that the values of the attributes
“Degree” and “Experience” of the tuple are “Ph.D.” (P) and
“7.2,” respectively. We also can see that the degree of similarity
between the values of the attribute “Degree” of the tuple Tand
the tuple is 1 (i.e., Similarity(T .Degree, T.Degree) = 1).
Then, based on the values of the attribute “Experience” of the
tuple and the tuple , we can get

From Table III, we can see that the fuzzified value of the at-
tribute “Experience” of the tuple whose EMP-ID is S1 is
“SH” (Somewhat High). Therefore, we pick the value of the 6th

gene labeled “P-SH” of Fig. 9 (i.e., 0.303). It means that the
weights of the attributes “Degree” and “Experience” are 0.303
and 0.697 (i.e., ), respectively. Based on (9),
the degree of closeness between the tuplesand can be
calculated as follows:

After the degrees of closeness of all other tuples with
respect to the tuple T are calculated, we can see that the
tuple is closest to the tuple (i.e., the closeness degree
Closeness(T , between the tuples and is closest
to 1.0), where the degree of closeness Closeness(T,
between the tuples T and is calculated as follows:

Based on (10), by multiplying the value of the attribute
“Salary” of the tuple and the degree of closeness
Closeness(T , T between the tuple and , the
estimated value “ET .Salary” of the attribute “Salary” of the
tuple can be calculated as follows:

From Table II, we can see that the actual value of the attribute
“Salary” of the tuple is 70 000. Based on (11), we can cal-
culate the estimated error of the estimated value of the attribute
“Salary” of the tuple as follows:
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TABLE V
RELATION IN A RELATIONAL DATABASE CONTAINING A NULL VALUE

Fig. 9. Best chromosome obtained by applying the GA under the parameters: the size of population= 60, the number of generations= 300, the crossover rate
= 1:0, and the mutation rate= 0:2.

By repeating the same process, the estimated salary and the
estimated error of each tuple in the database shown in Table II
can be obtained as shown in Table VI. From Table VI, we can
see that the average estimated error of the proposed method is
equal to 0.018.

It is obvious that there are many parameters in a GA, such
as the size of population, the crossover rate, the mutation rate,
the number of generations, etc. In this paper, we estimate the
value of the attribute “Salary” of each tuple shown in Table II by
considering four situations with four parameters (i.e., the size of
population, the number of generations, the mutation rate, and the
crossover rate), where the average estimated errors for different
situations are shown in Table VII.

From Table VII, we can see that the best chromosome which
has the largest fitness value occurs at the fourth situation of

Table VII (i.e., under the parameters: the size of population
, the number of generations , the crossover rate
, and the mutation rate ), where the best chromo-

some indicating the best combination of the weights of the at-
tributes “Degree” and “Experience” is shown in Fig. 9. From
Fig. 9 we can get the following 15 rules:

Rule 1: IF Degree BachelorAND Experience High,
THEN the Weight of Degree AND the
Weight of Experience

Rule 2: IF Degree MasterAND Experience High,
THEN the Weight of Degree AND the
Weight of Experience

Rule 3: IF Degree Ph.D. AND Experience High,
THEN the Weight of Degree AND the
Weight of Experience
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TABLE VI
ESTIMATED SALARY AND ESTIMATED ERROR OFEACH TUPLE

TABLE VII
AVERAGE ESTIMATED ERRORS FORDIFFERENTPARAMETERS OF THEGA

Rule 4: IF Degree Bachelor AND Experience
Somewhat High,THEN the Weight of De-
gree AND the Weight of Experience

Rule 5: IF Degree Master AND Experience
Somewhat High,THEN the Weight of De-
gree AND the Weight of Experience

Rule 6: IF Degree Ph.D.AND Experience Some-
what High, THEN the Weight of Degree

AND the Weight of Experience

Rule 7: IF Degree Bachelor AND Experience
Medium,THEN the Weight of Degree
AND the Weight of Experience

Rule 8: IF Degree Master AND Experience
Medium,THEN the Weight of Degree
AND the Weight of Experience

Rule 9: IF Degree Ph.D.AND Experience Medium,
THEN the Weight of Degree AND the
Weight of Experience

Rule 10: IF Degree = BachelorAND Experience
Somewhat Low,THEN the Weight of De-
gree AND the Weight of Experience

Rule 11: IF Degree MasterAND Experience Some-
what Low,THEN the Weight of Degree
AND the Weight of Experience

Rule 12: IF Degree = Ph.D.AND Experience Some-
what Low,THEN the Weight of Degree
AND the Weight of Experience

Rule 13: IF Degree BachelorAND Experience Low,
THEN the Weight of Degree AND the
Weight of Experience

Rule 14: IF Degree MasterAND Experience Low,
THEN the Weight of Degree AND the
Weight of Experience

Rule 15: IF Degree Ph.D. AND Experience Low,
THEN the Weight of Degree AND the
Weight of Experience .

Based on the best chromosome shown in Fig. 9, we can es-
timate the values of the attribute “Salary” of the tuples shown
in Table II. A comparison of the average estimated error of the
proposed method with that of the methods we presented in [4]
and [6] is shown in Table VIII. From Table VIII, we can see that
the average estimated error of the proposed method is smaller
than that of the methods we presented in [4] and [6].
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TABLE VIII
COMPARISON OF THEESTIMATED RESULTS OF THEPROPOSEDMETHOD WITH THE EXISTING METHODS

VI. CONCLUSION

In this paper, we have presented a new method to estimate
null values in relational database systems using GAs, where
the attributes appearing in the antecedent parts of the gener-
ated fuzzy rules have different weights. We use GAs to tune
the weights of attributes for estimating null values in relational
database systems. After a predefined number of evolutions of
the GA, the best chromosome contains the optimal weights of
the attributes, and they can be translated into a set of rules to be
used for estimating null values. The proposed method can get
a higher average estimated accuracy rate than the methods we
presented in [4] and [6].
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