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#### Abstract

Sigma-Pi ( $\Sigma-\Pi$ ) neural networks (SPNNs) are known to provide more powerful mapping capability than traditional feed-forward neural networks. A unified convergence analysis for the batch gradient algorithm for SPNN learning is presented, covering three classes of SPNNs: $\Sigma-\Pi-\Sigma, \Sigma-\Sigma-\Pi$ and $\Sigma-\Pi-\Sigma-\Pi$. The monotonicity of the error function in the iteration is also guaranteed.
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## Abbreviation:

SPNN Sigma-Pi neural network

## 1 Introduction

SPNNs may be configured into feed-forward neural networks that consist of $\operatorname{Sigma-Pi}(\Sigma-\Pi)$ units (cf. [1]). These networks are known to provide inherently more powerful mapping capability than traditional feed-forward networks with multiple layers of summation nodes in all the non-input layers $[2,3]$. The gradient algorithm is possibly the most popular optimization algorithm to train feed-forward neural networks [4,5]. Its convergence has been studied in e.g. [6-9] for traditional feed-forward neural networks. In this paper, we prove the convergence for the gradient learning methods for Sigma-Pi-Sigma neural networks. The proof is presented in a unified manner such that it also applies to other two classes of SPNNs, namely,
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Fig. 1 A fully connected Sigma-Pi unit

Sigma-Sigma-Pi and Sigma-Pi-Sigma-Pi neural networks. It even applies to Sigma-Sigma neural networks, that is the ordinary feed-forward neural networks with a hidden layer.

The organization of the rest of this paper is as follows. Section 2 introduces the SigmaPi units, discusses the equivalence of the three classes of Sigma-Pi neural networks, and describes the working and learning procedures of $\Sigma-\Pi-\Sigma$ neural networks. The main convergence results are presented in Sect. 3. Section 4 is an appendix, in which details of the proofs are provided.

## 2 Sigma-Pi Neural Networks

### 2.1 Sigma-Pi Units

A Sigma-Pi unit consists of an output layer with only one summation node, an input layer and a hidden layer of product nodes. The function of the product layer is to implement a polynomial expansion for the components of the input vector $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right)^{T}$. To do this, each product node is connected with certain nodes (say $\{1,2\},\{1,3\}$, or $\{1,2,4\}$ ) of the input layer and corresponds to a particular monomial (say, correspondingly, $\xi_{1} \xi_{2}, \xi_{1} \xi_{3}$ or $\xi_{1} \xi_{2} \xi_{4}$ ). The $N$ input nodes and the product nodes can be fully connected as shown in Fig. 1 with $N=3$, with the number of the product nodes being $C_{N}^{0}+C_{N}^{1}+C_{N}^{2}+\cdots+C_{N}^{N}=2^{N}$ and the number of the weights between the input and product layers being $c_{N}=C_{N}^{1} * 1+C_{N}^{2} * 2+\cdots+C_{N}^{N} * N$. The $N$ input nodes and the product nodes are sparsely connected if the number of the product nodes is less than $2^{N}$ and/or the number of the weights between the input and product layers is less that $c_{N}$. These monomials, i.e. the outputs of the product nodes, are used to form a weighted linear combination such as $w_{1} \xi_{1} \xi_{2}+w_{2} \xi_{1} \xi_{3}+w_{3} \xi_{1} \xi_{2} \xi_{4}+\cdots$, by the operation of the summation layer.

Definition 1 Denote by $N_{P}$ and $N_{I}$ the numbers of nodes in the product and the input layers, respectively. Define $\Lambda_{i}\left(1 \leq i \leq N_{P}\right)$ as the set of the indexes of all the input nodes connected with the $i$-th product node, and $V_{j}\left(1 \leq j \leq N_{I}\right)$ the set of the indexes of all the product nodes connected with the $j$-th input node.

For example, in Fig. 1, the 1st product node, corresponding to the bias $w_{1}$, does not connect with any input node, so $\Lambda_{1}=\varnothing$. And we have $\Lambda_{3}=\{2\}, \Lambda_{6}=\{2,3\}, \Lambda_{8}=\{1,2,3\}$, $V_{1}=\{2,5,7,8\}$, etc. We also note that $\Lambda_{i} \subseteq\left\{1,2, \ldots, N_{I}\right\}$ and $V_{j} \subseteq\left\{1,2, \ldots, N_{P}\right\}$. Different definitions of $\left\{\Lambda_{i}\right\}$ and $\left\{V_{j}\right\}$ result in different structures of a Sigma-Pi unit. For an arbitrary set $A$, let $\varphi(A)$ be the number of the elements in $A$. Then, we have

$$
\begin{equation*}
\sum_{i=1}^{N_{P}} \varphi\left(\Lambda_{i}\right)=\sum_{j=1}^{N_{I}} \varphi\left(V_{j}\right) \tag{1}
\end{equation*}
$$

which will be used later in our proof.
We mention that arbitrary Boolean functions can be realized by a single fully connected Sigma-Pi unit, showing the great inherent power of Sigma-Pi units [2].

### 2.2 Equivalence of Sigma-Pi Neural Networks

Sigma-Pi unit can be used as a building block to construct many kinds of SPNNs: $\Sigma-\Pi$, $\Sigma-\Pi-\Sigma, \Sigma-\Sigma-\Pi$ and $\Sigma-\Pi-\Sigma-\Pi$ (cf. [1], [10], [11] and [12], respectively.), etc., where $\Sigma$ and $\Pi$ stand for a summation layer and a product layer, respectively. The Sigma-Pi unit shown in Fig. 1 is actually a special $\Sigma-\Pi$ network with a single output node. The structure of $\Sigma-\Pi-\Sigma$ is shown in Fig. 2a.

Figure 2 b shows a $\Sigma-\Pi-\Sigma-\Pi$ structure, where the weights between the input layer and $\Pi_{1}$ and between $\Sigma_{1}$ and $\Pi_{2}$ are fixed to 1 . The output of $\Pi_{1}$, which is also the input to $\Sigma_{1}$, is determined solely by the input vector. Thus, we can ignore the original input layer and take $\Pi_{1}$ as the input layer. In this sense, $\Sigma-\Pi-\Sigma-\Pi$ is equivalent to $\Sigma-\Pi-\Sigma$ as far as the learning procedure and the convergence analysis are concerned.

In a $\Sigma-\Pi-\Sigma-\Pi$, if $\Pi_{2}$ contains the same number of nodes as $\Sigma_{1}$, and the value of each node of $\Pi_{2}$ copies the value of the corresponding node of $\Sigma_{1}$ (i.e. the connection between $\Pi_{2}$ and $\Sigma_{1}$ is a one-to-one connection), then such a $\Sigma-\Pi-\Sigma-\Pi$ becomes a $\Sigma-\Sigma-\Pi$. Hence, $\Sigma-\Sigma-\Pi$ shown in Fig. 2c is a special case of $\Sigma-\Pi-\Sigma-\Pi$.

To sum up, in this paper, we shall concentrate our attention to $\Sigma-\Pi-\Sigma$, and the convergence results are also valid for $\Sigma-\Pi-\Sigma-\Pi$ and $\Sigma-\Sigma-\Pi$. The key point here is that our convergence analysis allows any kind of connection (cf. $\Lambda_{i}$ and $V_{j}$ for a Sigma-Pi Unit) between $\Pi-\Sigma$.

Note that the output of $\Pi$ in a $\Sigma-\Sigma-\Pi$, which is also the input to $\Sigma_{1}$, is determined solely by the input layer since the weights between $\Pi$ and the input layer are fixed. Thus, one can even show that a $\Sigma-\Sigma$ (cf. Fig. 2d), which is actually the ordinary feed-forward neural networks with a hidden layer, is equivalent to $\Sigma-\Sigma-\Pi$ as far as the learning procedure and the convergence analysis are concerned.

## $2.3 \Sigma-П-\Sigma$ Neural Networks

Let us describe the working procedure of a $\Sigma-\Pi-\Sigma$ (cf. Fig. 2a). $M, N$ and $Q$ stand for the numbers of the nodes of the input layer, the $\Sigma_{1}$ layer and the $\Pi$ layer respectively. We denote the weight vector connecting $\Pi$ and $\Sigma_{2}$ by $w_{0}=\left(w_{0,1}, \ldots, w_{0, Q}\right)^{T} \in \mathbb{R}^{Q}$, and the weight matrix connecting the input layer and $\Sigma_{1}$ by $\widetilde{W}=\left(w_{1}, \ldots, w_{N}\right)^{T} \in \mathbb{R}^{N \times M}$, where $w_{n}=\left(w_{n 1}, \ldots, w_{n M}\right)^{T}(1 \leq n \leq N)$ is the weight vector connecting the input layer and the $n$-th node of $\Sigma_{1}$. Set $W=\left(w_{0}^{T}, w_{1}^{T}, \ldots, w_{N}^{T}\right) \in \mathbb{R}^{Q+N M}$. The weights connecting $\Pi$ and $\Sigma_{1}$ are fixed to 1 .

Assume that $g: \mathbb{R} \rightarrow \mathbb{R}$ is a given sigmoid activation function which squashes the outputs of the summation nodes. For any $z=\left(z_{1}, \ldots, z_{N}\right)^{T} \in \mathbb{R}^{N}$, we define

$$
\begin{equation*}
G(z)=\left(g\left(z_{1}\right), g\left(z_{2}\right), \ldots, g\left(z_{N}\right)\right)^{T} \tag{2}
\end{equation*}
$$

Let $\xi \in \mathbb{R}^{M}$ be an input vector. Then the output vector $\zeta$ of $\Sigma_{1}$ is computed by

$$
\begin{equation*}
\zeta=G(\tilde{W} \xi)=\left(g\left(w_{1} \cdot \xi\right), g\left(w_{2} \cdot \xi\right), \ldots, g\left(w_{N} \cdot \xi\right)\right)^{T} \tag{3}
\end{equation*}
$$



Fig. 2 Four classes of network structures

Denote the output vector of $\Pi$ by $\tau=\left(\tau_{1}, \ldots, \tau_{Q}\right)^{T}$. The component $\tau_{q}(1 \leq q \leq Q)$ is a partial product of the components of the vector $\zeta$. As before, we denote by $\Lambda_{q}(1 \leq q \leq Q)$ the index set composed of the indexes of vector $\zeta$ 's components connected with $\tau_{q}$. Then, the output $\tau_{q}$ is computed by

$$
\begin{equation*}
\tau_{q}=\prod_{\lambda \in \Lambda_{q}} \zeta_{\lambda}, \quad 1 \leq q \leq Q . \tag{4}
\end{equation*}
$$

The final output of the $\Sigma-\Pi-\Sigma$ network is

$$
\begin{equation*}
y=g\left(w_{0} \cdot \tau\right) . \tag{5}
\end{equation*}
$$

### 2.4 Batch Gradient Learning Algorithm for $\Sigma-\Pi-\Sigma$

Let the network be supplied with a given set of learning samples $\left\{\xi^{j}, O^{j}\right\}_{j=1}^{J} \subset \mathbb{R}^{M} \times \mathbb{R}$. Let $y^{j} \in \mathbb{R}(1 \leq j \leq J)$ be the output for each input $\xi^{j} \in \mathbb{R}^{M}$. The usual square error function is as follows:

$$
\begin{equation*}
E(W)=\frac{1}{2} \sum_{j=1}^{J}\left(y^{j}-O^{j}\right)^{2} \equiv \sum_{j=1}^{J} g_{j}\left(w_{0} \cdot \tau^{j}\right), \tag{6}
\end{equation*}
$$

where

$$
\begin{gather*}
g_{j}(t)=\frac{1}{2}\left(g(t)-O^{j}\right)^{2}, \quad t \in \mathbb{R}, 1 \leq j \leq J,  \tag{7}\\
\tau^{j}=\left(\tau_{1}^{j}, \tau_{2}^{j}, \ldots, \tau_{Q}^{j}\right)^{T}=\left(\prod_{\lambda \in \Lambda_{1}} \zeta_{\lambda}^{j}, \prod_{\lambda \in \Lambda_{2}} \zeta_{\lambda}^{j}, \ldots, \prod_{\lambda \in \Lambda_{Q}} \zeta_{\lambda}^{j}\right)^{T},  \tag{8}\\
\zeta^{j}=\left(\zeta_{1}^{j}, \zeta_{2}^{j}, \ldots, \zeta_{N}^{j}\right)=G\left(\widetilde{W} \xi^{j}\right) \\
=\left(g\left(w_{1} \cdot \xi^{j}\right), g\left(w_{2} \cdot \xi^{j}\right), \ldots, g\left(w_{N} \cdot \xi^{j}\right)\right)^{T} . \tag{9}
\end{gather*}
$$

Then, the partial gradient of the error function $E(W)$ with respect to $w_{0}$ is

$$
\begin{equation*}
E_{w_{0}}(W)=\sum_{j=1}^{J} g_{j}^{\prime}\left(w_{0} \cdot \tau^{j}\right) \tau^{j} \tag{10}
\end{equation*}
$$

Moreover, for any $1 \leq n \leq N$ and $1 \leq q \leq Q$,

$$
\begin{equation*}
\frac{d \tau_{q}}{d w_{n}}=\left(\prod_{\lambda \in \Lambda_{q} \backslash\{n\}} \zeta_{\lambda}\right) g^{\prime}\left(w_{n} \cdot \xi\right) \xi, \quad \text { if } n \in \Lambda_{q} \tag{11}
\end{equation*}
$$

and if $n \notin \Lambda_{q}, \frac{d \tau_{q}}{d w_{n}}=0$.

$$
\begin{equation*}
E_{w_{n}}(W)=\sum_{j=1}^{J} g_{j}^{\prime}\left(w_{0} \cdot \tau^{j}\right)\left(\sum_{q=1}^{Q} w_{0, q} \frac{d \tau_{q}^{j}}{d w_{n}}\right), 1 \leq n \leq N, \tag{12}
\end{equation*}
$$

where $\frac{d \tau_{q}^{j}}{d w_{n}}$ denotes the value of $\frac{d \tau_{q}}{d w_{n}}$ at $\zeta_{\lambda}=\zeta_{\lambda}^{j}$ and $\xi=\xi^{j}$ in (11). According to (4), (11) and (12), for any $1 \leq n \leq N$, we have

$$
\begin{equation*}
E_{w_{n}}(W)=\sum_{j=1}^{J} g_{j}^{\prime}\left(w_{0} \cdot \tau^{j}\right)\left(\sum_{q \in V_{n}} w_{0, q}\left(\prod_{\lambda \in \Lambda_{q} \backslash\{n\}} \zeta_{\lambda}^{j}\right) g^{\prime}\left(w_{n} \cdot \xi^{j}\right) \xi^{j}\right), \tag{13}
\end{equation*}
$$

where $V_{n}$ is the index set composed of the indexes of vector $\tau^{j}$ 's components connected with $\zeta_{n}$.

The purpose of the network learning is to find $W^{*}$ such that

$$
\begin{equation*}
E\left(W^{*}\right)=\min E(W) . \tag{14}
\end{equation*}
$$

A common simple method to solve this problem is the gradient algorithm. Starting from an arbitrary initial values $W^{0}$, we proceed to refine the the weights after each cycle of learning iteration. There are two ways of adapting the weights, updating the weights after presentation of each input vector or a batch of input vectors, referred to as online or batch versions, respectively. This paper adheres to the batch version. So in the iteration process, we refine the weights as follows:

$$
\begin{equation*}
W^{k+1}=W^{k}+\Delta W^{k}, \quad k=0,1,2, \ldots \tag{15}
\end{equation*}
$$

where $\Delta W^{k}=\left(\Delta w_{0}^{k}, \Delta w_{1}^{k}, \ldots, \Delta w_{N}^{k}\right)$,

$$
\begin{equation*}
\Delta w_{0}^{k}=-\eta E_{w_{0}}(W)=-\eta \sum_{j=1}^{J} g_{j}^{\prime}\left(w_{0}^{k} \cdot \tau^{j}\right) \tau^{j}, \quad k=0,1,2, \ldots, \tag{16}
\end{equation*}
$$

and, according to (13), for any $1 \leq n \leq N$ and $k=0,1,2, \ldots$,

$$
\begin{align*}
\Delta w_{n}^{k} & =-\eta E_{w_{n}}(W) \\
& =-\eta \sum_{j=1}^{J} g_{j}^{\prime}\left(w_{0}^{k} \cdot \tau^{j}\right)\left(\sum_{q \in V_{n}} w_{0, q}^{k}\left(\prod_{\lambda \in \Lambda_{q} \backslash\{n\}} \zeta_{\lambda}^{j}\right) g^{\prime}\left(w_{n}^{k} \cdot \xi^{j}\right) \xi^{j}\right) . \tag{17}
\end{align*}
$$

$\eta>0$ here stands for the learning rate.

## 3 Main Results

A set of assumptions (A) are first specified:
(A1) $|g(t)|,\left|g^{\prime}(t)\right|$ and $\left|g^{\prime \prime}(t)\right|$ are uniformly bounded for any $t \in \mathbb{R}$;
(A2) $\left\|w_{0}^{k}\right\|_{k=0}^{\infty}$ are uniformly bounded;
(A3) The learning rate $\eta$ is small enough such that (47) below is valid;
(A4) There exists a bounded set $D$ such that $\left\{W^{k}\right\}_{k=0}^{\infty} \subset D$, and the set $D_{0}=\{W \in D$ : $\left.E_{W}(W)=0\right\}$ contains finite points.

If Assumptions (A1)-(A2) are valid, we can find a constant $C>0$ such that

$$
\begin{equation*}
\max _{t \in \mathbb{R}, k \in \mathbb{N}}\left\{\left\|w_{0}^{k}\right\|,|g(t)|,\left|g^{\prime}(t)\right|,\left|g^{\prime \prime}(t)\right|\right\} \leq C \tag{18}
\end{equation*}
$$

In the sequel, we will use $C$ for a generic positive constant, which may be different in different places.

Now we are in a position to present the main theorems.
Theorem 1 Let the error function $E(W)$ be defined in (6), and the sequence $\left\{W^{k}\right\}$ be generated by the $\Sigma-\Pi-\Sigma$ neural network (15)-(17) with $W^{0}$ being an arbitrary initial guess. If Assumptions (A1)-(A3) are valid, then we have
(i) $E\left(W^{k+1}\right) \leq E\left(W^{k}\right), \quad k=0,1,2, \ldots$;
(ii) $\lim _{k \rightarrow \infty}\left\|E_{w_{n}}\left(W^{k}\right)\right\|=0, \quad 0 \leq n \leq N$;

Furthermore, if Assumption (A4) also holds, there exists a point $W^{*} \in D_{0}$ such that (iii) $\lim _{k \rightarrow \infty} W^{k}=W^{*}$.

Theorem 2 The same conclusions as in Theorem 1 are valid for $\Sigma-\Pi-\Sigma-\Pi, \Sigma-\Sigma-\Pi$ and $\Sigma$ - $\Sigma$ neural networks.

## 4 Appendix

In this appendix, we first present two lemmas, then we use them to prove the main theorems.
Lemma 1 Suppose that $f: R_{\tilde{D}}^{Q} \longrightarrow R$ is continuous and differentiable on a compact set $\tilde{D} \subset R^{Q}$, and that $\Omega=\{z \in \tilde{D} \mid \nabla f(z)=0\}$ has only finite number of points. If a sequence
$\left\{z^{k}\right\}_{k=1}^{\infty} \subset \tilde{D}$ satisfies

$$
\lim _{k \rightarrow \infty}\left\|z^{k+1}-z^{k}\right\|=0, \lim _{k \rightarrow \infty}\left\|\nabla f\left(z^{k}\right)\right\|=0
$$

then there exists a point $z^{*} \in \Omega$ such that $\lim _{k \rightarrow \infty} z^{k}=z^{*}$.
Proof This result is almost the same as Theorem 14.1.5 in [13] (cf. [14]), and the detail of the proof is omitted.

For any $k=0,1,2, \ldots, 1 \leq j \leq J$ and $1 \leq n \leq N$, we define the following notations.

$$
\begin{equation*}
\tau^{k, j}=\tau\left(\widetilde{W}^{k} \xi^{j}\right), \quad \psi^{k, j}=\tau^{k+1, j}-\tau^{k, j}, \quad \phi_{0}^{k, j}=w_{0}^{k} \cdot \tau^{k, j}, \quad \phi_{n}^{k, j}=w_{n}^{k} \cdot \xi^{j} . \tag{19}
\end{equation*}
$$

Lemma 2 Suppose Assumptions (A1)-(A2) hold, then we have

$$
\begin{gather*}
\left|g_{j}^{\prime}(t)\right| \leq C, \quad\left|g_{j}^{\prime \prime}(t)\right| \leq C, \quad t \in \mathbb{R} ;  \tag{20}\\
\left\|\psi^{k, j}\right\|^{2} \leq C \sum_{n=1}^{N}\left\|\Delta w_{n}^{k}\right\|^{2}, \quad 1 \leq j \leq J, k=0,1,2 \ldots ;  \tag{21}\\
\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(w_{0}^{k} \cdot \psi^{k, j}\right) \leq-\sum_{n=1}^{N} \eta\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2}+C \eta^{2} \sum_{n=1}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} ;  \tag{22}\\
\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(\tau^{k, j} \cdot \Delta w_{0}^{k}\right)=-\eta\left\|E_{w_{0}}\left(W^{k}\right)\right\|^{2} ;  \tag{23}\\
\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(\Delta w_{0}^{k} \cdot \psi^{k, j}\right) \leq C \eta^{2} \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} ;  \tag{24}\\
\frac{1}{2} \sum_{j=1}^{J} g_{j}^{\prime \prime}\left(s_{k, j}\right)\left(\phi_{0}^{k+1, j}-\phi_{0}^{k, j}\right)^{2} \leq C \eta^{2} \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} . \tag{25}
\end{gather*}
$$

where $C$ is independent of $k$, and $s_{k, j} \in \mathbb{R}$ lies on the segment between $\phi_{0}^{k, j}$ and $\phi_{0}^{k+1, j}$.
Proof By (7),

$$
\begin{aligned}
& g_{j}^{\prime}(t)=g^{\prime}(t)\left(g(t)-O^{j}\right) \\
& g_{j}^{\prime \prime}(t)=g^{\prime \prime}(t)\left(g(t)-O^{j}\right)+\left(g^{\prime}(t)\right)^{2}, \quad 1 \leq j \leq J, t \in \mathbb{R}
\end{aligned}
$$

Then, (20) follows directly from Assumption (A1).
In order to prove (21), we need the following identity, which can be shown by an induction argument.

$$
\begin{equation*}
\prod_{n=1}^{N} a_{n}-\prod_{n=1}^{N} b_{n}=\sum_{n=1}^{N}\left(\prod_{s=1}^{n-1} a_{s}\right)\left(\prod_{t=n+1}^{N} b_{t}\right)\left(a_{n}-b_{n}\right) \tag{26}
\end{equation*}
$$

where we have made the convention that $\prod_{s=1}^{0} a_{s} \equiv 1$ and $\prod_{t=N+1}^{N} b_{t} \equiv 1$. By (19), (8), (9) and (26), we have for any $1 \leq q \leq Q$ that

$$
\begin{align*}
\psi_{q}^{k, j} & =\tau_{q}^{k+1, j}-\tau_{q}^{k, j}=\prod_{n \in \Lambda_{q}} g\left(\phi_{n}^{k+1, j}\right)-\prod_{n \in \Lambda_{q}} g\left(\phi_{n}^{k, j}\right) \\
& =\sum_{n \in \Lambda_{q}}\left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right)\left(g\left(\phi_{n}^{k+1, j}\right)-g\left(\phi_{n}^{k, j}\right)\right) \tag{27}
\end{align*}
$$

where $\Lambda_{q, n}^{\prime}=\left\{r \mid r<n, r \in \Lambda_{q}\right\}$ and $\Lambda_{q, n}^{\prime \prime}=\left\{r \mid r>n, r \in \Lambda_{q}\right\}$. Here we have made the convention that

$$
\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right) \equiv 1 ; \quad \prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right) \equiv 1,
$$

when $\Lambda_{q, n}^{\prime}=\emptyset$ and $\Lambda_{q, n}^{\prime \prime}=\emptyset$, respectively.
It follows from (27), Assumption (A1), the Mean Value Theorem and the Cauchy-Schwartz Inequality that for any $1 \leq j \leq J$ and $k=0,1,2, \ldots$,

$$
\begin{align*}
\left\|\psi^{k, j}\right\|^{2} & \leq C\left\|\left(\sum_{n \in \Lambda_{1}}\left|g\left(\phi_{n}^{k+1, j}\right)-g\left(\phi_{n}^{k, j}\right)\right|, \ldots, \sum_{n \in \Lambda_{Q}}\left|g\left(\phi_{n}^{k+1, j}\right)-g\left(\phi_{n}^{k, j}\right)\right|\right)^{T}\right\|^{2} \\
& =C\left\|\left(\sum_{n \in \Lambda_{1}}\left|g^{\prime}\left(t_{k, j, n}\right)\left(\Delta w_{n}^{k} \cdot \xi^{j}\right)\right|, \ldots, \sum_{n \in \Lambda_{Q}}\left|g^{\prime}\left(t_{k, j, n}\right)\left(\Delta w_{n}^{k} \cdot \xi^{j}\right)\right|\right)^{T}\right\|^{2} \\
& =C \sum_{q=1}^{Q}\left(\sum_{n \in \Lambda_{q}}\left|g^{\prime}\left(t_{k, j, n}\right)\left(\Delta w_{n}^{k} \cdot \xi^{j}\right)\right|\right)^{2} \\
& \leq C \sum_{n=1}^{N}\left\|\Delta w_{n}^{k}\right\|^{2} \tag{28}
\end{align*}
$$

where $t_{k, j, n}$ is on the segment between $\phi_{n}^{k+1, j}$ and $\phi_{n}^{k, j}$. This proves (21).
Next, we prove (22). Using the Taylor expansion and (19), we have

$$
\begin{equation*}
g\left(\phi_{n}^{k+1, j}\right)-g\left(\phi_{n}^{k, j}\right)=g^{\prime}\left(\phi_{n}^{k, j}\right)\left(\Delta w_{n}^{k} \cdot \xi^{j}\right)+\frac{1}{2} g^{\prime \prime}\left(\tilde{t}_{k, j, n}\right)\left(\Delta w_{n}^{k} \cdot \xi^{j}\right)^{2} \tag{29}
\end{equation*}
$$

where $\tilde{t}_{k, j, n}$ is on the segment between $\phi_{n}^{k+1, j}$ and $\phi_{n}^{k, j}$. According to (27), we have
$w_{0}^{k} \cdot \psi^{k, j}=\sum_{q=1}^{Q} w_{0, q}^{k} \sum_{n \in \Lambda_{q}}\left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right)\left(g\left(\phi_{n}^{k+1, j}\right)-g\left(\phi_{n}^{k, j}\right)\right)$.

The combination of (29) and (30) leads to

$$
\begin{equation*}
\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(w_{0}^{k} \cdot \psi^{k, j}\right)=\delta_{1}+\delta_{2}, \tag{31}
\end{equation*}
$$

where

$$
\begin{align*}
\delta_{1}= & \sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{q=1}^{Q} w_{0, q}^{k} \sum_{n \in \Lambda_{q}}\left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right) \\
& \times g^{\prime}\left(\phi_{n}^{k, j}\right)\left(\xi^{j} \cdot \Delta w_{n}^{k}\right),  \tag{32}\\
\delta_{2}= & \frac{1}{2} \sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{q=1}^{Q} w_{0, q}^{k} \sum_{n \in \Lambda_{q}}\left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right) \\
& \times g^{\prime \prime}\left(\tilde{t}_{k, j, n}\right)\left(\xi^{j} \cdot \Delta w_{n}^{k}\right)^{2}, \tag{33}
\end{align*}
$$

and $\Lambda_{q, n}^{\prime}=\left\{r \mid r<n, r \in \Lambda_{q}\right\}, \Lambda_{q, n}^{\prime \prime}=\left\{r \mid r>n, r \in \Lambda_{q}\right\}$. For any $1 \leq q \leq Q$ and $n \in \Lambda_{q}$, we define

$$
\begin{align*}
\pi_{1}(q, n)= & \left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right) g^{\prime}\left(\phi_{n}^{k, j}\right)\left(\xi^{j} \cdot \Delta w_{n}^{k}\right),  \tag{34}\\
\pi_{2}(q, n) & =\left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k, j}\right)\right) g^{\prime}\left(\phi_{n}^{k, j}\right)\left(\xi^{j} \cdot \Delta w_{n}^{k}\right) \\
& =\left(\prod_{\lambda \in \Lambda_{q} \backslash\{n\}} \zeta_{\lambda}^{j}\right) g^{\prime}\left(w_{n}^{k} \cdot \xi^{j}\right)\left(\xi^{j} \cdot \Delta w_{n}^{k}\right) . \tag{35}
\end{align*}
$$

Let us re-write (32) as

$$
\begin{equation*}
\delta_{1}=\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{q=1}^{Q} w_{0, q}^{k} \sum_{n \in \Lambda_{q}}\left(\pi_{2}(q, n)+\left(\pi_{1}(q, n)-\pi_{2}(q, n)\right)\right) . \tag{36}
\end{equation*}
$$

According to (1), (13) and (17), we can get

$$
\begin{align*}
& \sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{q=1}^{Q} w_{0, q}^{k} \sum_{n \in \Lambda_{q}} \pi_{2}(q, n) \\
& \quad=\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{n=1}^{N}\left(\sum_{q \in V_{n}} w_{0, q}^{k} \pi_{2}(q, n)\right) \\
& \quad=\sum_{n=1}^{N} E_{w_{n}}\left(W^{k}\right) \cdot \Delta w_{n}^{k}=-\eta \sum_{n=1}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} . \tag{37}
\end{align*}
$$

Then using (26) and the Mean Value Theorem, we have

$$
\begin{align*}
& \prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)-\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k, j}\right) \\
& =\sum_{\lambda \in \Lambda_{q, n}^{\prime \prime}}\left(\prod_{s \in \Upsilon_{q, n, \lambda}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Upsilon_{q, n, \lambda}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right)\left(g\left(\phi_{\lambda}^{k+1, j}\right)-g\left(\phi_{\lambda}^{k, j}\right)\right) \\
& =\sum_{\lambda \in \Lambda_{q, n}^{\prime \prime}}\left(\prod_{s \in \Upsilon_{q, n, \lambda}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Upsilon_{q, n, \lambda}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)\right) g^{\prime}\left(t_{k, j, \lambda}\right)\left(\xi^{j} \cdot \Delta w_{\lambda}^{k}\right), \tag{38}
\end{align*}
$$

where $t_{k, j, \lambda}$ is on the segment between $\phi_{\lambda}^{k+1, j}$ and $\phi_{\lambda}^{k, j}, \Upsilon_{q, n, \lambda}^{\prime}=\left\{r \mid r<\lambda, r \in \Lambda_{q, n}^{\prime \prime}\right\}$, and $\Upsilon_{q, n, \lambda}^{\prime \prime}=\left\{r \mid r>\lambda, r \in \Lambda_{q, n}^{\prime \prime}\right\}$. By (34), (35), (38) and (18), we have the following estimate:

$$
\begin{align*}
& \left|\pi_{2}(q, n)-\pi_{1}(q, n)\right| \\
& \quad=\left|\left(\prod_{s \in \Lambda_{q, n}^{\prime}} g\left(\phi_{s}^{k, j}\right)\right)\left(\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k+1, j}\right)-\prod_{t \in \Lambda_{q, n}^{\prime \prime}} g\left(\phi_{t}^{k, j}\right)\right) g^{\prime}\left(\phi_{n}^{k, j}\right)\left(\xi^{j} \cdot \Delta w_{n}^{k}\right)\right| \\
& \quad \leq C\left(\sum_{\lambda \in \Lambda_{q, n}^{\prime \prime}}\left\|\Delta w_{\lambda}^{k}\right\|\right)\left\|\Delta w_{n}^{k}\right\| \tag{39}
\end{align*}
$$

where $1 \leq q \leq Q$ and $n \in \Lambda_{q}$. In terms of (1), (18), (20), (38) and (39), we have

$$
\begin{align*}
& \sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{q=1}^{Q} w_{0, q}^{k} \sum_{n \in \Lambda_{q}}\left(\pi_{1}(q, n)-\pi_{2}(q, n)\right) \\
& \quad=\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right) \sum_{n=1}^{N} \sum_{q \in V_{n}} w_{0, q}^{k}\left(\pi_{1}(q, n)-\pi_{2}(q, n)\right) \\
& \quad \leq C \sum_{n=1}^{N} \sum_{q \in V_{n}}\left(\left(\sum_{\lambda \in \Lambda_{q, n}^{\prime \prime}}\left\|\Delta w_{\lambda}^{k}\right\|\right)\left\|\Delta w_{n}^{k}\right\|\right) \\
& \quad=C\left(\sum_{n=1}^{N}\left\|\Delta w_{n}^{k}\right\|\right)\left(\sum_{n=1}^{N}\left\|\Delta w_{n}^{k}\right\|\right) \leq C \sum_{n=1}^{N}\left\|\Delta w_{n}^{k}\right\|^{2} . \tag{40}
\end{align*}
$$

It follows from (36), (37) and (40) that

$$
\begin{equation*}
\delta_{1} \leq-\eta \sum_{n=1}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2}+C \eta^{2} \sum_{n=1}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} . \tag{41}
\end{equation*}
$$

Employing (33), (18) and (17), we obtain

$$
\begin{equation*}
\delta_{2} \leq C \sum_{n=1}^{N}\left\|\Delta w_{n}{ }^{k}\right\|^{2}=C \eta^{2} \sum_{n=1}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} . \tag{42}
\end{equation*}
$$

Now, (22) results from (31), (41), and (42).
(23) is a direct consequence of (10) and (16).

Using (18), (21), (16) and (17), we can show (24) as follows:

$$
\begin{align*}
& \sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(\Delta w_{0}^{k} \cdot \psi^{k, j}\right) \leq C \sum_{j=1}^{J}\left\|\Delta w_{0}^{k}\right\|\left\|\psi^{k, j}\right\| \\
& \quad \leq C \sum_{j=1}^{J}\left(\left\|\Delta w_{0}^{k}\right\|^{2}+\left\|\psi^{k, j}\right\|^{2}\right) \leq C \eta^{2} \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} . \tag{43}
\end{align*}
$$

Similarly, a combination of (18), (19), (21), (16) and (17) leads to

$$
\begin{align*}
& \frac{1}{2} \sum_{j=1}^{J} g_{j}^{\prime \prime}\left(s_{k, j}\right)\left(\phi_{0}^{k+1, j}-\phi_{0}^{k, j}\right)^{2} \leq C \sum_{j=1}^{J}\left|\phi_{0}^{k+1, j}-\phi_{0}^{k, j}\right|^{2} \\
& \quad=C \sum_{j=1}^{J}\left|\left(w_{0}^{k+1}-w_{0}^{k}\right) \cdot \tau^{k+1, j}+w_{0}^{k} \cdot\left(\tau^{k+1, j}-\tau^{w, j}\right)\right|^{2} \\
& \quad \leq C \sum_{j=1}^{J}\left(\left\|\Delta w_{0}^{k}\right\|+\left\|\psi^{k, j}\right\|\right)^{2} \leq C \eta^{2} \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} . \tag{44}
\end{align*}
$$

This proves (25) and completes the proof.
Now we are ready to prove the main theorems in terms of the above two lemmas.
Proof to Theorem 1 We firstly consider the proof to (i). Using the Taylor expansion, (19), (23), (22) and (25), we have

$$
\begin{align*}
& E\left(W^{k+1}\right)-E\left(W^{k}\right)=\sum_{j=1}^{J}\left(g_{j}\left(\phi_{0}^{k+1, j}\right)-g_{j}\left(\phi_{0}^{k, j}\right)\right) \\
& \quad=\sum_{j=1}^{J}\left(g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(\phi_{0}^{k+1, j}-\phi_{0}^{k, j}\right)+\frac{1}{2} g_{j}^{\prime \prime}\left(s_{k, j}\right)\left(\phi_{0}^{k+1, j}-\phi_{0}^{k, j}\right)^{2}\right) \\
& \quad=\sum_{j=1}^{J} g_{j}^{\prime}\left(\phi_{0}^{k, j}\right)\left(\tau^{k, j} \cdot \Delta w_{0}^{k}+w_{0}^{k} \cdot \psi^{k, j}+\Delta w_{0}^{k} \cdot \psi^{k, j}\right) \\
& \quad+\frac{1}{2} \sum_{j=1}^{J} g_{j}^{\prime \prime}\left(s_{k, j}\right)\left(\phi_{0}^{k+1, j}-\phi_{0}^{k, j}\right)^{2} \\
& \quad \leq-\eta\left\|E_{w_{0}}\left(W^{k}\right)\right\|^{2}-\eta \sum_{n=1}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2}+C \eta^{2} \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} \\
& =-\left(\eta-C \eta^{2}\right) \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2}, \tag{45}
\end{align*}
$$

where $s_{k, j} \in \mathbb{R}$ lies on the segment between $\phi_{0}^{k, j}$ and $\phi_{0}^{k+1, j}$. Let $\beta=\eta-C \eta^{2}$, then

$$
\begin{equation*}
E\left(W^{k+1}\right) \leq E\left(W^{k}\right)-\beta \sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} \tag{46}
\end{equation*}
$$

We require the learning rate $\eta$ to satisfy ( $C$ is the constant in (45))

$$
\begin{equation*}
0<\eta<\frac{1}{C} \tag{47}
\end{equation*}
$$

This together with (46) leads to

$$
E\left(W^{k+1}\right) \leq E\left(W^{k}\right), \quad k=0,1,2, \ldots
$$

Next, we prove (ii). By (46), we can get

$$
\begin{aligned}
E\left(W^{k+1}\right) & \leq E\left(W^{k}\right)-\beta \sum_{n=0}^{N}\left\|E_{w_{n}}(W k)\right\|^{2} \\
& \leq \cdots \leq E\left(w^{0}, V^{0}\right)-\beta \sum_{t=0}^{k}\left(\sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{t}\right)\right\|^{2}\right) .
\end{aligned}
$$

Since $E\left(W^{k+1}\right) \geq 0$, we have

$$
\beta \sum_{t=0}^{k}\left(\sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{t}\right)\right\|^{2}\right) \leq E\left(W^{0}\right)
$$

Letting $k \rightarrow \infty$ results in

$$
\sum_{t=0}^{\infty}\left(\sum_{n=0}^{N}\left\|E_{w_{n}}\left(W^{t}\right)\right\|^{2}\right) \leq E\left(W^{0}\right)<\infty
$$

So

$$
\sum_{k=0}^{\infty}\left\|E_{w_{n}}\left(W^{k}\right)\right\|^{2} \leq \sum_{k=0}^{\infty}\left(\left\|\sum_{n=0}^{N}\right\| E_{w_{n}}\left(W^{k}\right) \|^{2}\right)<\infty
$$

This immediately gives

$$
\lim _{k \rightarrow \infty}\left\|E_{w_{n}}\left(W^{k}\right)\right\|=0, \quad 0 \leq n \leq N
$$

Finally, we prove (iii). It follows from (16), (17) and (ii) of Theorem 1 that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\Delta w_{n}^{k}\right\|=0, \quad 0 \leq n \leq N \tag{48}
\end{equation*}
$$

Note that the error function $E(W)$ defined in (6) is continuously differentiable. Using (48), Assumptions (A3)-(A4) and Lemma 1, we immediately get the desired result. This completes the proof.

Proof to Theorem 2 Note that $\Sigma-\Pi-\Sigma-\Pi$ is equivalent to $\Sigma-\Pi-\Sigma$ by taking $\Pi_{1}$ in $\Sigma-\Pi-\Sigma-\Pi$ as the input layer as explained in Subsect. 2.2. So Theorem 1 applies to $\Sigma-\Pi-\Sigma-\Pi$. Similarly, Theorem 1 applies to $\Sigma-\Sigma-\Pi$ which is a special case of $\Sigma-\Pi-\Sigma-\Pi$, and in turn applies to $\Sigma-\Sigma$ which is a special case of $\Sigma-\Sigma-\Pi$. This completes the proof.
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