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Abstract

Digital mammography is one of the most suitable methods for early detection of breast cancer. It uses digital mammo-

grams to find suspicious areas containing benign and malignant microcalcifications. However, it is very difficult to distin-

guish benign and malignant microcalcifications. This is reflected in the high percentage of unnecessary biopsies that are

performed and many deaths caused by late detection or misdiagnosis. A computer based feature selection and classification

system can provide a second opinion to the radiologists in assessment of microcalcifications. The research in this paper pro-

poses and investigates a neural-genetic algorithm for feature selection in conjunction with neural and statistical classifiers to

classify microcalcification patterns in digital mammograms. The obtained results show that the proposed approach is able to

find an appropriate feature subset and neural classifier achieves better results than two statistical models.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Breast cancer is a leading cause of cancer death

in women between the ages of 40 and 55 1. Cur-
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rently, there is no certain way to prevent breast
cancer (Breast Cancer Facts, 2002). This is one

reason of why early detection represents a very

important factor in its treatment and consequently

the survival rate.

Digital mammography is considered to be the

most reliable method of early detection, however,

in the early stage, the visual clues are subtle and

varied in appearance, making diagnosis difficult,
challenging even for specialists. In mammography

breast abnormalities are divided into exhibiting
ed.

mailto:pzhang@staff.bond.edu.au 
mailto:b.verma@cqu.edu.au 
mailto:kkumar@staff.bond.edu.au 
http://marathon.csee.usf.edu/Mammography/DDSM
http://marathon.csee.usf.edu/Mammography/DDSM


2 P. Zhang et al. / Pattern Recognition Letters xxx (2004) xxx–xxx

ARTICLE IN PRESS
microcalcification, circumscribed lesions and spi-

culated lesions. Microcalcification appears as a

small bright spot on the mammogram. Most of

the minimal breast cancers are detected by the

presence of microcalcifications (Chitre et al.,
1993). It is however difficult to distinguish between

benign and malignant microcalcifications. To

decide whether a suspicious area on a digital mam-

mogram contains benign/malignant microcalcifica-

tions, traditionally the tissue has to be removed for

examination using breast biopsy techniques. The

computer classification system of the microcalcifi-

cations can provide a second opinion to the radiol-
ogists and reduce the number of unnecessary

biopsies. A digital mammogram brought the possi-

bility of using computer-aided diagnosis system.

Current image processing techniques make

microcalcification detection easier, however classi-

fication of malignant and benign microcalcifica-

tions is still very challenging and a difficult

problem for researchers. One important factor di-
rectly affects the classification result is feature

extraction. Researchers spend a lot of time in at-

tempt to find a group of features that will aid them

in improving the classification for malignant mic-

rocalcifications from benign. In the literature, re-

gion-based features (Chitre et al., 1993; Zheng et

al., 1994), shape-based features (Shen et al.,

1994; Jiang et al., 1996; Shen et al., 1994), image
structure features (Chitre et al., 1993; Zokos,

1998; Verma, 1998, 1999; Kevin et al., 1993; Chris

and Tina, 1997), texture based features (Maria-lui-

za et al., 2001; Marcoz and Torres-Torriti, 2001),

and position related features (Maria-luiza et al.,

2001) are described and used for experiments.

One feature taken alone might not be significant

for the classification but might be very significant
if combined with other features. The whole set of

the features may include the redundant or irrele-

vant information. Ho (1998), combined and con-

structed multiple classifiers using randomly

selected features which can achieve better perfor-

mance in classification than using the complete

set of features. The only way to guarantee the

selection of an optimal feature vector is an exhaus-
tive search of all possible subset of features. How-

ever, search spaces to be explored could be very

large. For N features, the number of possible sub-
sets is 2N. Feature subset selection is defined as a

process of selecting a subset of features out of

the larger set of features, which maximize the clas-

sification performance of a given procedure over

all possible subsets. The objective of this paper is
to propose and investigate a neural-genetic algo-

rithm in conjunction with neural and statistical

classifiers to find the most significant features or

the sets of features suitable for classifying abnor-

malities of microcalcifications.

The remainder of this paper is organized as fol-

lows: Section 2 reviews the work has been done in

this area. Section 3 describes the proposed research
methodology. The experimental results are pre-

sented in Section 4. Section 5 discusses the ob-

tained results by the proposed technique. The

conclusion and future directions are stated in the

final section.
2. Literature review

Researchers put lots of effort to find best fea-

ture or best combination of features (i.e. feature

vector) that gives highest classification rate using

appropriate classifier. Search strategies such as

Hill-climbing and Best-first search have been used

by Kohavi and Somerfield (1995) to find subsets

of features with high predictive accuracy. Cost
and Salzberg (1996) used feature weighting tech-

nique assigning a real-valued weight to catch fea-

ture. The weight associated with a feature,

measures its relevance or significance in the classi-

fication task. John et al. (1994) examined the use

of heuristic search for feature subset selection.

Most of these techniques assume monotonicity of

some measure of classification performance and
then use branch and bound search. This monoto-

nicity assumption in some form appears to work

reasonably well with linear classifiers. However,

they can exhibit poor performance with nonlinear

classifiers such as neural networks (Liu and Set-

iono, 1966).

Racz and Nieniewski (2000), employed most

discriminative components analysis and a for-
ward/backward selection strategy to reduce the in-

put size from 189 to 46 for his computer aided

diagnosis system based on analysis of microcalcifi-
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cations. Some others (Ho, 1998; Guerra-Salcedo

and Whitley, 1999; Guerra-Salcedo et al., 1999)

have explored randomized and population based

heuristic search techniques such as genetic algo-

rithms to select feature subsets for use with differ-
ent classifiers. Genetic algorithms (GAs) offer a

particularly attractive approach to multicriteria

optimization, which cannot be handled by most

of the other methods. In (Marcoz and Torres-Tor-

riti, 2001) genetic algorithm was used for feature

selection for texture classifier on synthetic aperture

radar airborne imagery. They found a few more

effective features than the others of image classifi-
cation. Guerra-Salcedo and Whitley (1999) and

Guerra-Salcedo et al. (1999) involved genetic strat-

egies for feature selection combined CF/RSC

(Common Features/Random Sample Climbing)

and Decision Tables dealing with large feature

spaces showing a good result.

Overall reviewing the literature, neural net-

works are particularly effective for fine-tuning
solutions once promising regions in the search

space have been identified. It is currently used

for classification by many researchers. Chitre et

al. (1993) used a back propagation (BP) neural

network for image structure microcalcification

classification and compared results with statistical

classifiers. Though result is not promising, it is bet-

ter than the statistical classifiers. Qian and Clarke
(1994) and Qian (2001) used the BP algorithm and

wavelet transform-based methods with Kalman fil-

tering neural network for mass detection. Verma

(1999) employed BP with momentum and DSM

(Direct Solution Method) based training algo-

rithms to train a feed forward neural network for

classification of microcalcification. He achieved

the classification rate of 81.25% for benign and
malignant. Verma and Zakos (2001) developed a

computer-aided diagnosis system for digital mam-

mograms based on fuzzy-neural and feature

extraction techniques. They used a fuzzy technique

to detect microcalcification patterns and a neural

network to classify it. The microcalcification areas

from the Nijmegen digital mammographic data-

base were used for their experimentation. Their re-
search achieved a very commendable result with

the classification rate 88.9% for classifying the

microclcification as benign or malignant.
Evolutionary algorithms are generally quite

effective for rapid global search of large search

spaces in multi-modal optimization problems.

The use of GAs for training neural network (e.g.

in (Metin et al., 2002)) has recently begun to re-
ceive a considerable amount of attention. Com-

pare with the gradient-based training like BP,

GA is not based on the calculation of the deriva-

tive of the error surface, which can be unavailable

or sometimes very costly to find. The goal towards

which GA training proceeds is determined by the

fitness function the user defines. This makes it eas-

ier for the ANN for decreasing the overall com-
plexity and generalization for the fitness of its

population. Although slow, it is less sensitive to

the initial condition.

As far as we know, there has been no technique

of NN and GA combination used for extracting

the best features from digital mammograms to

classify microcalcifications, and make the com-

puter cancer detection more realistic. An overview
of the proposed methodology is described below.
3. Research methodology

3.1. Mammographic database

In this research Digital Database for Screening
Mammography (DDSM) from University of

South Florida (Heath et al., 1998) is used for

experiments. It was downloaded from mara-

thon.csee.usf.edu/Mammography/DDSM.

The establishment of DDSM makes the possi-

bility of comparing results from different research

groups (Heath et al., 1998). It provides a large

set of mammograms in a digital format. In
DDSM, the outlines for the suspicious regions

are derived from markings made on the film by

at least two experienced radiologists. Each bound-

ary for the abnormality is specified as a chain code,

which allows easy feature extraction for each of

the suspicious areas in the image files.

3.2. Feature extraction

To find the best feature or combination of fea-

tures and get the high classification rate for micro-

http://marathon.csee.usf.edu/Mammography/DDSM
http://marathon.csee.usf.edu/Mammography/DDSM
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calcification classification is one of the main aims

of the proposed research. The feature extraction

technique consists of three parts: (1) area extrac-

tion from the marked mammograms; (2) feature

extraction from the extracted areas (3) feature
selection for the classification.
3.2.1. Area extraction

Area extraction deals with extracting the grey

values from all the suspicious areas in the mam-

mograms marked by the expert radiologists. It

accomplished by three steps: (1) According to

the chain codes described in the ‘‘.OVERLAY’’
files of the database, extract the boundary of the

suspicious areas. (2) Resize the boundary. (3) Ex-

tract all the grey values in the area and in the

boundary area.
3.2.2. Feature extraction from extracted areas

A set of 14 features is calculated for each suspi-

cious area in this research. The 10 features are
commonly used existing features in the literatures

and 4 are modified features by us (Verma and Za-

kos) in our previous research, which achieved

higher classification rates than its traditional coun-

ter part.

All 14 features are: (1) number of pixels, (2)

average histogram (AHg), (3) average grey level

(AG), (4) modified energy (MEgy), (5) modified
entropy (Metp), (6) modified standard deviation

(MSD), (7) modified skew (MSk), (8) average

boundary grey level (BAG), (9) difference (Df),

(10) contrast (Ctr), (11) energy (Egy), (12) entropy

(Etp), (13) standard deviation (SD), (14) skew

(Sk).

The formulae for every feature are described be-

low: For each of the formulae: T is the total num-
ber of pixels, g is an index value of image I, K is the

total number of grey levels (i.e. 4096), j is the grey

level value (i.e. 0–4095), I(g) is the grey level value

of pixel g in image I, N(j) is the number of pixels

with grey level j in image I, P(I(g)) is the probabil-

ity of grey level value I(g) occurring in image I,

P(g) = N(I(g))/T, P(j) is the probability of grey le-

vel value j occurring in image I, P(j) = N(j)/T.
Number of pixels is the count of the pixels in

the extracted area.
AG ¼ 1

T

XT�1
g¼0

IðgÞ ð1Þ

AHg ¼ 1
k

XT�1
j¼0

NðjÞ ð2Þ

Egy ¼
XT�1
g¼0

½P ðIðgÞÞ�2 ð3Þ

MEgy ¼
XT�1
g¼0

½P ð1ðgÞÞ�2 ð4Þ

Etp ¼ �
Xk�1
j¼0

PðjÞlog2½P ðjÞ� ð5Þ

MEtp ¼
XT�1
g¼0

P ðgÞlog2½PðIðgÞÞ� ð6Þ

SDðrÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XT�1
g¼0

ðj�AGÞ2
vuut P ðjÞ ð7Þ

MSDðrmÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XT�1
g¼0

ðIðgÞ �AGÞ2
vuut P ðIðgÞÞ ð8Þ

Sk ¼ 1

rj3
Xk�1
j¼0

ðj�AGÞ3PðjÞ ð9Þ

MSk ¼ 1

r3
XT�1
g¼0

ðIðgÞ �AGÞ3P ðIðgÞÞ ð10Þ

Dffe ¼ AG� BAG ð11Þ

Ctr ¼ Dff

AGþ BAG ð12Þ
3.2.3. Feature selection algorithm

In this research, a neural-genetic algorithm is

developed for feature selection based on the neural

network pattern classifiers. Each individual in the
population represents a candidate solution to the

feature subset selection problem. Here, there are

214 possible feature subsets.
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In this step, a binary vector of dimension 14

represents the individual in the population. In

other words, the chromosome defined contains

14 genes, one gene for each feature, which can take

2 values. A value of 0 indicates that the corre-
sponding feature is not selected, and a value 1

means that the feature is selected. An initial popu-

lation of chromosomes is randomly generated. 1-

point binary crossover and binary mutation are

performed. The roulette wheel selection strategy

is also used in the algorithm for feature selection.

The relevant parameter settings are: Population

size: 30; Number of generation: 200; Probability
of crossover: 0.8; Probability of mutation: 0.2.

The fitness of the chromosome is calculated

according to the classification rate of the evolved

subset of features, as it is shown in Fig. 1.
3.3. Classification

3.3.1. Neural classifier

The selected features are the inputs of the Neu-

ral Networks, which are used for classification.

The number of the inputs are decided by the auto-

matically selection of GA processing. The values

of the inputs are the normalized features that are
Selected               Trained                        Outputs for 
features                neural                          calculating
as inputs              networks                      the fitness

Classification rate

Classification rate

Classification rate

Genetic Algorithm
Feature Selection

Fig. 1. Feature selection based on NN classification.
between 0 and 1. One hidden layer is used in the

NN. The nodes of hidden layer were adjusted in

an attempt to achieve optimum classification rates.

One output of NN is used in the proposed re-

search. The value is also set to be between 0 and
1. The desired output was specified as 0 for benign

and 1 for malignant. An output value of an actual

NN less than threshold 2 is classified to be benign.

That means the relevant input features belong to a

benign microcalcification. An output value of

more than threshold means that the neural net

has classified the input features as belonging to a

malignant microcalcification.
The NNs for classification with different se-

lected inputs are trained separately by another ge-

netic algorithm. In the genetic algorithm for

feature selection involves many generations. In

each generation, evaluation of an individual (a fea-

ture subset) involves training neural networks.

A standard genetic algorithm with a roulette

wheel selection strategy is used in this research.
In the process of NN training, the genes of every

individual in the population represent the weights

between input and hidden layer and the weights

between hidden layer and output of the NN. The

results are based on random initialization to the

weights of every individual in the population with

the following parameters: Population size: 40;

Number of generation: 100; Probability of cross-
over: 0.8; Probability of mutation: 0.2.

Here crossover is performed by 2 points real va-

lue crossover. Two points (point1 and point2) are

selected randomly, where point1 < point2, and

point1 > 1 , point2 < n, n is the number of genes

(here are weights) of one individual NN. For

mutation, a small random value between 0.1 and

0.2 is added to every weight of selected member
that would perform mutation. After NN is trained

the best weights of the NN and the classification

rates are saved for the further features selection.

All the programs are implemented using C lan-

guage on UNIX platforms.
2 Threshold was initially set to 0.5 as it is the middle value

between 0 and 1. However it is not necessarily the most ideal

value to achieve the best possible classification rate. In the later

experiments it is changed to find the best classification rate.
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3.3.2. Discriminant analysis

Discriminant analysis as a whole is concerned

with the relationship between a categorical vari-

able and a set of inter-related variables. More pre-

cisely, suppose there is a finite number say k of
distinct populations, categories, classes or groups.

In discriminant analysis the existence of the groups

is known a priori, for example, in the case study

considered here we know there are two (k = 2)

types of mammograms namely malignant and

benign.

In order to classify a particular individual as to

which of the two groups it belongs, the procedure
would be to compare the distance (Mahalanobis

distance) of the particular individual of unknown

origin from the mean of the respective groups.

That is, after measuring the appropriate variables

(these are 14 features extracted from mammo-

grams in our case study) compute the Mahalan-

obis distance of it from each group mean and

classify the mammogram as follows:
Rule: Allocate a mammogram with the observa-

tion vector X to GP1 (malignant) if

ðx� �x1Þ0S�1ðx� �x1Þ < ðx� �x2Þ0S�1ðx� �x2Þ
that is: a01xþ c1 > a02xþ c2.
Otherwise as benign (GP2); where �xi ði ¼ 1; 2Þ

are the group mean vector of the known two

groups and S is the common covariance matrix

and ai ¼ S�1�xi; ci ¼ �x0iS
�1�xi; i ¼ 1; 2.

Here we make a very strong assumption that

the two groups have equal variance covariance

matrix. This aspect was examined and found rea-

sonably satisfied using Box-M test statistic under
the assumption of normality. The above rule will

lead to a linear discriminant function (ldf) which

is easy to handle. However, we also examined the

quadratic discriminant function (qdf) by relaxing

the above strong assumption of equal variance-

covariance and the results are reported and com-

pared. For a detailed account of discriminant anal-

ysis the readers are referred to McLachlan (1992).

3.3.3. Logistic regression

The logistic regression model is widely used in

survival analysis, where the response y is typically

measured as 0 or 1, depending on whether the

experimental unit, for example, a patient survives
or not. The same concept can be used in classifica-

tion problem in classifying whether the person has

benign or malignant tumor based on certain fea-

tures. Logistic regression model for a binary

dependent variable can be written as

EðyÞ ¼ expðb0 þ b1x1 þ b2x2 þ 	 	 	 þ bkxkÞ
1þ expðb0 þ b1x1 þ b2x2 þ . . .þ bkxkÞ

where y = 1, if the patient has malignant tumor;

y = 0, if the patient has benign tumor.

E(y) = P(patient is malignant) = p
X1,X2,. . .,Xk are quantitative or qualitative

independent variables.
Estimates of b parameters in the logistic model

can be obtained by using maximum likelihood esti-

mation technique. This method which is used by

SPSS package has certain desirable properties as

compared to ordinary least square method which

can not be used if errors are not normally

distributed.
4. Experimental results

A total of 67 microcalcification areas were ex-

tracted from the digital mammograms taken from

a Benchmark database for the experiments. The

experiments presented here were run using 47

microcalcification areas (24 benign, 23 malignant)
for training and 20 microcalcification areas (11 be-

nign, 9 cancer) were used for testing. All the pro-

grams were implemented in C language.

Many experiments using different parameters

were run to find the feature or combination of fea-

tures that best classifies a microcalcification area

into benign and malignant. It was also performed

to determine the ideal neural network parameter
settings for microcalcification classification with

the selected feature set. The experiments were con-

ducted by the classification rate of testing set to

calculate the fitness for reproduction of Genetic

feature selection. The number of hidden units

and output threshold were adjusted in the experi-

ments to find the combination of the features

and NN structures, which can achieve the best
classification rate. The results of the experiments

are described as following.
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with output threshold 0.5.
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In all the tables below, the column �Features�
was described by using the values 0s and 1s. The

0 means the responded feature is not selected and

the 1 means the feature is selected. ‘‘B-E’’ (Be-

nign-Error) is used to represent the number of
classification errors for benign microcalcifications

of the whole training set or testing set. ‘‘M-E’’

(Malignant-Error) represents the number of classi-

fication errors for malignant microcacifications of

the whole training set or testing set. ‘‘T-E’’ (To-

tal-Error) refers to the number of classification er-

rors for all the microcalcifications of the whole

training set or testing set. ‘‘T-rate’’ is the abbrevi-
ation of Total-classification Rate. It is calculated

by (TN-‘‘T-E’’)/TN, where TN is the total number

of experiment samples.

4.1. Experiments using threshold 0.5 and hidden

units 2–18

When analyzing the results of the experiments
from 2 hidden units to 18 hidden units, it is noticed

that there are a few features which are more fre-

quently selected than the others are. In every

experiment, most of the feature sets that get the

highest classification rate are selected many times

or are the most frequently selected in all the

generations.

Table 1 gathered all the feature combinations,
which get the highest classification rate using dif-

ferent number of hidden units. We can see that

in every selection, feature number 6 and feature

number 7 are selected constantly. The 8th feature
Table 1

The highest classification rate from experiments of different hidden u

Features (1-selected) Hidden units Training set

B-E M-E T-E

01000111110100 2 2 11 13

10101111000100 8 6 10 16

01010111111010 10 10 6 16

10001111010001 12 2 12 14

01110111101111 12 5 9 14

00011111000011 14 8 11 19

10000111100000 16 3 11 14

01000110101000 16 3 15 18

11100110011100 18 6 9 15
is almost selected by all of them, too. Fig. 2 indi-

cates the frequency of every feature occurred in

the feature sets which gave the high classification

rate above 80%.

4.2. Experiments using threshold 0.4 and threshold

0.3

All previous experiments were carried out using

0.5 as the output threshold for classification, be-

cause it is the middle value between 0 and 1. It

was found from the results that in most of the

cases the benign classification rates are higher than
malignant classification rates. Here change the

threshold lower to do the further experiments

and find out if it can achieve better results. Actu-

ally, the threshold 0.6 was used to do the experi-

ment too. The result is the same as predicted. It

is not better than using threshold 0.5. That is prob-

ably because the benign classification rate is higher

than malignant, but not opposite.
nits

Testing set

T-rate (%) B-E M-E T-E T-rate (%)

72.3 1 3 4 80.0

66.0 1 3 4 80.0

66.0 1 3 4 80.0

70.2 1 3 4 80.0

70.2 1 3 4 80.0

59.6 3 1 4 80.0

70.2 1 3 4 80.0

61.7 0 4 4 80.0

61.7 1 3 4 80.0



Table 2

The feature selection reached classification rate >80% using threshold 0.4

Features (1-selected) Hidden units Training set Testing set

B-E M-E T-E T-rate (%) B-E M-E T-E T-rate (%)

00000110000001 4 8 6 14 70.2 3 1 4 80.0

11001111000111 6 2 15 17 63.8 1 3 4 80.0

01000111000011 8 6 10 16 66.0 0 3 3 85.0

10011011100011 8 11 6 17 63.8 4 0 4 80.0

01100011010111 8 7 9 16 66.0 0 4 4 80.0

01100110110000 12 6 11 17 63.8 1 3 4 80.0

00000110101100 14 3 16 19 59.6 0 4 4 80.0

11000110110110 16 2 13 15 68.1 1 3 4 80.0

00101110110010 18 2 12 14 70.2 1 3 4 80.0
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Table 2 shows the results of the experiments by

using output threshold 0.4. It presents the feature

subsets what achieved the classification rate of

testing set not less than 80%. Obviously, in every

feature set include feature number 7. Except two

of them, all include number 6. It is interesting that

these two selections are the two, which did not

reach the highest classification rate in the experi-
ments using 8 hidden units.

This result is mainly consistent with that of the

experiments using threshold 0.5. Fig. 3 shows the

selected frequency of every feature in the high clas-

sification rate cases of the experiments using

threshold 0.4. The trend line shows the consistent

result as it is shown in Fig. 2.

Although the feature selection results are con-
sistent in using threshold 0.4 and 0.5, in the exper-

iments using threshold 0.4 achieved the higher

classification rate. Further experiments using 0.3

as the output threshold were run in order to get

more evidence for the consistent feature selection

result, and expected to reach higher classification

rate.
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Fig. 3. The selection rate of every feature in the experiments

with output threshold 0.4.
It is not surprising that the feature selection

shows the similar result as it appeared in the previ-

ous experiments. Number 7, feature �modified
skew� is still most frequently selected, and tradi-
tional skew here is selected more than it is in the

previous experiments. A few feature subsets have

achieved the highest classification rate 85.0%.

More feature combinations classified the testing
set with correct rate 80%. Table 3 shows feature

combinations, which reached 85.0% classification

rate so far.

A new character of the results is that all the fea-

ture subsets here include traditional standard devi-

ation and skew, beside the most popular feature

modified standard skew. Another feature, bound-

ary average grey level is also selected by every
one of them. More experiments using 0.2 as

threshold were conducted, which achieved the

highest classification rate 80.0% with 4 and 8 hid-

den units. The overall results were not better than

in previous experiments.
Table 3

The feature selections reached classification rate 85% using

different number of hidden units and thresholds experiments of

threshold 0.4

Features

(1-selected)

Hidden

units

Threshold Training Testing

T-rate

(%)

T-rate

(%)

11100111011111 2 0.3 63.8 85.0

11111011111011 6 0.3 68.1 85.0

00011011010011 8 0.3 63.8 85.0

01000111000011 8 0.4 66.0 85.0



Table 4

The selected features used by discriminant classifier

Features (1-selected) Training set Testing set

B-E M-E T-E T-rate (%) B-E M-E T-E T-rate (%)

11001111011111 7 6 13 72.3 1 5 6 70.0

11111011111011 5 6 11 76.6 3 7 10 50.0

00110011010011 9 5 14 70.2 5 5 10 50.0

10000111000011 10 7 17 63.8 2 6 8 60.0

Table 5

The selected features used by logistic regression technique for classification using cutoff 0.4

Features (1-selected) Training set Testing set

B-E M-E T-E T-rate (%) B-E M-E T-E T-rate (%)

11001111011111 10 5 15 68.1 3 3 6 70.0

11111011111011 7 3 10 78.7 4 5 9 55.0

00110011010011 9 3 12 74.5 5 5 10 50.0

10000111000011 12 2 14 70.2 5 1 6 70.0

Table 6

Classifications using 3 features with different classifiers

Classifier Training set

classification

rate (%)

Testing set

classification

rate (%)
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The experiments were also conducted using dis-

criminant and logistic regression techniques and

the results are displayed in Tables 4 and 5. As it

can be seen, the results are much worse than using

neural classifier.

NN 61.7 80.0

Discriminant analysis 72.3 70.0

Logistic regression 72.3 60.0

5. Discussion and analysis

As we can see from the tables in previous sec-

tion, the highest classification rate 85% is achieved

by NN with a few sets of selected features. Both

statistical models used the selected sets of features,

and both get the highest classification rate 70%.
However the lowest classification rate reached by

the statistical methods with the selected feature

set is only 50%.

This is not hard to explain. Firstly, the feature

selection is based on NN and conducted by the

classification rate of testing sets. Secondly, NN re-

sults are affected by many factors: the initial

parameters, hidden units, even different training
methods etc. The main factor that limited the clas-

sification rate can be the database and feature

extraction limitation. This can be explained by

comparing the number of training set used for

training. When using 37 samples for training the
classification rate of training set reached 86.5%.

When using 47 samples for training the highest

training classification rate is only 80.9%. This indi-

cates that it is hard to find a proper NN for the
features extracted from the database for classifica-

tion. When we used 47 samples for making the

models by using statistical methods, we found 4

of the cases were always misclassified.

We also used the random selection of feature

sets and did the experiments using neural network,

discriminant analysis and logistic regression meth-

ods respectively. We proved that the feature selec-
tion of GA is effective. Observing the results, we

found that all the selections with the highest clas-

sification rate include number 7, 13 and 14. So

we tried to use only these 3 features and did fur-

ther experiments. The results are shown in Table 6.
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6. Conclusions and further research

We have proposed and investigated a GA based

feature selection method and three classifiers. A

few feature subsets are selected as the best for
microcalcification classification. The highest classi-

fication rate of 85.0% for testing set is achieved

using the proposed feature selection method with

a NN classifier. By using the statistical techniques

we validated that GA for features selection is very

effective. We can say that the 3 features such as

modified skew, standard deviation and skew are

most significant and effective among our 14 fea-
tures. Besides these, histogram, modified standard

deviation and boundary average grey level should

also be considered as more significant features

than others. A further research needs to be con-

ducted by adding more features in the whole set

for further selection on larger database.
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