Smart recommendation for an evolving e-learning system: architecture and experiment.

In this article, we proposed an evolving e-learning system which can adapt itself both to the learners and to the open Web, and we pointed out the differences of making recommendations in e-learning and other domains. We propose two pedagogy features in recommendation: learner interest and background knowledge. A description of a paper's value, similarity, and ordering are presented using formal definitions. We also study two pedagogy-oriented recommendation techniques: content-based and hybrid recommendations. We argue that while it is feasible to apply both of these techniques in our domain, a hybrid collaborative filtering technique is more efficient to make "just-in-time" recommendations. In order to assess and compare these two techniques, we carried out an experiment using artificial learners. Experiment results are encouraging, showing that hybrid collaborative filtering, which can lower the computational costs, will not compromise the overall performance of the recommendation system. In addition, as more and more learners participate in the learning process, both learner and paper models can better be enhanced and updated, which is especially desirable for web-based learning systems. We have tested the recommendation mechanisms with real learners, and the results are very encouraging.

*********

Research on e-learning has gained more and more attention thanks to the recent explosive use of the Internet. However, the majority of current web-based learning systems are closed learning environments, where courses and materials are fixed and the only dynamic aspect is the organization of the material that can be adapted to allow a relatively individualized learning environment.

In this article, we propose an evolving web-based learning system which can adapt itself not only to its users, but also to the open Web in response to the usage of its learning materials. Our system is open in the sense that learning items related to the course could be added, adapted, or deleted either manually or automatically. Our proposed e-learning system adapts both to learners and the open Web. Figure 1 compares the traditional web-based adaptive
learning system and our proposed open evolving learning system.

In a traditional adaptive e-learning system, the delivery of learning material is personalized according to the learner model. However, the materials inside the system are a priori determined by the system designer/instructor. In an open evolving e-learning system, learning materials are automatically/manually found on the Web, but automatically integrated into the system based on users’ interactions with the system. Therefore, although users do not have direct interaction with the open Web, new or different learning materials in the open Web can enrich their learning experiences through personalized recommendations.

The rest of this article is arranged as follows. In the rest of this section, we will briefly discuss the overall system architecture. We will also point out the uniqueness of making recommendations for e-learning systems through a motivational example, followed by discussions on some background information on recommendation system and related work. In the second section, we will present the architecture and components of our system. In the third section, our proposed pedagogically-oriented paper recommendation techniques and concepts will be discussed in details, experiment results will also be shown in this section. We will include lessons learned from implementing our recommendation techniques and human subject studies in the fifth section.

A Brief System Introduction

Our proposed system is designed to support an advanced course for senior undergraduate or graduate students, especially when they are required to read technical articles related to their course, such as journal articles, conference papers, book chapter, etc. In the rest of this article, the term "papers" is used to refer to those articles. However, this system can be generalized to a broader area, for example, for corporate learners or with richer learning materials, such as slide presentation, technical report, textbook, programming code, etc. As shown in Figure 1, there are two kinds of collaboration in the system: the collaboration between the system and the user, and the collaboration between the system and the open Web. The novelty with respect to our proposed system lies in its evolving paper repository, and its ability to make smart, adaptive recommendations based on the system's observations of learners' activities through out their learning and the accumulated ratings given by the learners.
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To achieve the system goal, each paper must be tagged based on its content and technical aspects. Moreover, learners are required to give feedback (ratings) towards the papers recommended to them. Therefore, according to both the usage and ratings of a paper, the system will adaptively change a paper's tags and determine whether or not the paper should be kept, deleted or put into a backup list. Since new papers are added into the system and useless papers are deleted from the system, the system evolves according to the usage by the learners. Thus, the most important parts in the system are the recommendation module and the paper maintenance module, which become the main focus of our research.

Figure 2 illustrates the overall architecture of the system. There is a paper repository where papers related to the course are actively maintained through the paper maintenance module, which includes a web crawler which can occasionally crawl specified digital libraries to find more papers. In addition to automatic search, authorized instructors and learners are allowed to suggest papers to the system. The paper maintenance module will verify the suggested title by searching paper attributes from available digital libraries, and then it will refine the annotation of the paper according to the ratings by learners. It is through the recommendation module that personalized recommendations are made. The recommendation module consists of two sub-modules: the data clustering module and the focused collaborative filtering module. The data clustering module will cluster learners into a sub-class according to the purpose of the recommendation, while the focused collaborative filtering module will find the closest neighbor(s) of a target learner and recommend paper(s) to him/her according to the ratings by those closest neighbor(s). Tutors are responsible to set up the curriculum and provide basic learning material such as introduction part. Based on this information, the system can select a set of papers and find new papers if any. Learners are responsible to give ratings and other assessments at the beginning or during the middle of learning. For more detailed descriptions of each module, see (Tang, & McCalla, 2003a)
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What Makes Recommendations in E-learning Different from that in Other Domains

Making recommendations in e-learning is different from that in other domains (the most studied domain of recommender system is movie recommendations, (Basu, Hirsh, & Cohen, 1998; Herlocker, Konstan, Borchers, & Riedl, 1999; Schein, Popescul, Ungar, & Pennock, 2002; Melville, Mooney, & Nagarajan, 2002). Particular issues for an e-learning recommender system include:

* Items liked by learners might not be pedagogically appropriate for them;

* Customization should not only be made about the choice of learning items, but also about their delivery (Kobsa, Koenemann, & Pohl, 2001);

* Learners are not expected to read too many papers.

For example, a learner without prior background on the techniques of web-mining may only be interested in knowing the state-of-the-art of web-mining techniques in e-commerce. Then, it should be recommended that he/she read some review papers, although there are many high quality technical papers related to his/her interest. By contrast, in other domains, recommendations are made based purely on users' interests.

For the delivery of papers, some instructors will recommend learners to read an interesting magazine article, such as a related article in Communications of ACM, before a technical paper, because they believe it will help learners understand the technical paper and make them less intimidated. However, this is not the case in e-commerce recommendations where site managers prefer to leave the list of recommended items unordered to avoid leaving an impression that a specific recommendation is the best choice (Schafer, Konstan, Riedl, 2001). In our proposed system, we will organize papers not only based on their main research categories, but also their technical levels. In addition, making recommendations in the context of intelligent tutoring systems is more tractable than in other domains since learners' interests, goals, knowledge levels etc., may be better traced in a constrained learning environment.

Finally, the amount of papers recommended to a learner in each course is limited. It is commonly accepted that each learner read no more than twenty papers in a course. In some cases, the amount may less than five. However, the amount of ratings by learner can affect the accuracy of collaborative filtering. Besides, in most collaborative filtering, cold-start problem remains one of the most important problems. Cold-start problem is the situation when there is no rating available for a new paper, or there is a new user who has not rated any paper. The common solutions are by assigning a set of pre-selected items or randomly assigned a set of items. Since in e-learning we cannot ask every learner to read too many papers and new papers are published every year, the solutions above are not appropriate in our system. (Tang, & McCalla, 2004b) describe the adoption of artificial learners to successfully solve the cold-start problem in our system.

It is commonly recognized that the sources of data on which recommendation algorithms can perform include users' demographic data. In our article, we will consider a special kind of user data different from the majority of recommender systems, (i.e., pedagogically-oriented data). The pedagogically-oriented data is different in the sense that it can directly affect as well as inform recommendation process, thus enhancing the quality of recommendations in the context of the web-based learning environments. The main pedagogical features used are the learner's goal and background knowledge, although other factors such as learning preferences are also important. To illustrate, consider the three learners A, B, and C in Table 1.

Suppose we have already made recommendations for the learners A, B and C. From Table 1, we can conclude that learner A and B have some over-lapping interests, but since their knowledge background differs, especially with respect to their technical background, the papers recommended to them would be different. But for learner B and C, although they have different application interests, their technical background is similar; therefore, they might receive similar technical papers. In the next section, we will describe related work and underlying technique.

BACKGROUND KNOWLEDGE: RECOMMENDER SYSTEM

There are two basic approaches to providing personalized recommendations: content-based
and collaborative filtering (Jameson, Konstan, & Riedl, 2002). Regardless of the approach used, at the core of personalization is the task of building a model of the user.

Content-based filtering approach

Content-based approaches recommend items purely based on the contents of the items a user has experienced/consumed before. Representative content-based recommender systems include News Dude ( Billsus, & Pazzani, 1999) and WebWatcher ( Joachims, Freitag, & Mitchell, 1997). Since user profiles in the content-based approach are built through an association with the contents of the items, this approach tends to be quite narrowly focused and with a bias towards highly scored items. Moreover, the content-based approach only considers the preferences of a single user. The Collaborative Filtering (CF) approach is an approach capable of exploiting information about other similar users.

Collaborative filtering approach

CF makes recommendations by observing like-minded groups. It works by matching a target user against his/her neighbors who have historically had similar preferences to him/her. GroupLens is a pioneer rating-based automatic recommendation system which successfully adopts the CF approach ( Resnick, Iacouvou, Suchak, Bergstrom, & Riedl, 1994). FireFly is another rating-based CF system for music albums and artists ( Shardanand, & Maes, 1995). Compared to a content-based approach, the CF approach has received more popularity and worked very successfully both in research and practice (e.g., Melville, Mooney, & Nagarajan, 2002; Sarwar, Karypis, Konstan, & Riedl, 2000).

Hybrid approach

A purely content-based approach only considers the preferences of a single user, and concerns only the significant features describing the content of an item; whereas, a purely CF approach ignores the contents of the item, and only make recommendations based on comparing the user against clusters of other similar users. By combining these two techniques, perhaps we can have both individual as well as collective experiences with respect to the items being recommended. ( Balabanovic', & Shoham, 1997) is one of the representative hybrid recommender systems.

RELATED WORK

Paper Recommendation

There are several related works concerning tracking and recommending technical papers. Basu et al., (2001) studied this issue in the context of assigning conference paper submissions to reviewing committee members. Reviewers do not need to key in their research interests as they usually do; instead, a novel autonomous procedure is incorporated in order to collect reviewer interest information from the Web. Bollacker, Lawrence, and Giles (1999) refined CiteSeer, through an automatic personalized paper tracking module which retrieves each user's interests from well-maintained heterogeneous user profiles. Woodruff, Gossweiler, Pitkow, Chi, and Chard, (2000) discuss an enhanced digital book with a spreading-activation mechanism to make customized recommendations for readers with different types of background and knowledge. McNeel, Albert, Cosley, Gopalkrishnan, Lam, Rashid, Konstan, and Riedl, (2002) investigate the adoption of collaborative filtering techniques to recommend papers for researchers. They only study how to recommend additional references for a target research paper. In the context of an e-learning system, additional readings in an area cannot be recommended purely through an analysis of the citation matrix of the target paper, because the system should not only recommend papers according to learners' interests, but also pick up those not-so-interesting-yet-pedagogically-suitable papers for them. In some cases, pedagogically valuable papers might not normally be of interest to learners, and papers with significant influence on the research community might not be pedagogically suitable for learners. Therefore, we cannot simply present all highly relevant papers to learners; instead, a significantly modified recommending mechanism is needed. Recker, Walker, and Lawless (2003) study the pedagogical characteristics of a web-based resource through Altered Vista, where teachers and learners can submit and review comments provided by learners. However, although they emphasize the importance of the pedagogical features of these educational resources, they did not consider the pedagogical features in making recommendations.
Dynamic Curriculum Sequencing and Adaptive Hypermedia

Recently, adaptive hypermedia has been studied extensively. According to Brusilovsky (2001), there are two kinds of adaptation: adaptive navigation ("link level") and adaptive presentation ("content level"). Adaptive presentation is then sub-grouped into text and multimedia adaptation, while adaptive navigation is mainly sub-grouped into link ordering (Kaplan, Fenwick, & Chen, 1993), link annotation (Pazzani, Muramatsu, & Billsus, 1996), and link hiding (including removal, hiding and disabling (De Bra, & Calvi, 1998)). Early research in adaptive hypermedia has concentrated mostly on adaptive presentation technology (Boyle, & Encarnacion, 1994), capable of adaptively presenting the content of a given page or collections of pages which have been viewed by a user. More recently, more aspects of learners are utilized in order to tailor the delivered content, (e.g., Stern, & Woolf, 2000). It is obvious that the contents of the pages are used as clues to derive important learning features of students such as their interests, knowledge state, etc. From another perspective, part of this branch of study can be viewed alternatively as content-based recommendations when users' past reading items/pages are recorded and analyzed. Over the past few years, link-orientated adaptation technologies are increasingly reported in the literature (De Bra, & Calvi, 1998; Weber, & Brusilovsky, 2001).

Document Value

The majority of scientific literature as well as other document retrieval systems (and many other systems) has been focusing on finding documents relative to users' interests, to name a few (Bollacker et al., 1999; McNee et al., 2002). Recently, there have been approaches that augment the mostly commonly adopted similarity-based retrieving. Among them, Paepcke, Garcia-Molina, Rodrigues-Mula, and Cho (2000) propose a context-aware content-based filtering. In particular, context-aware content-based filtering attempts to determine the contextual information about a document, for example, the publisher of the documents, the time when the document was published, etc. For instance, they argued that "documents from the New York Times might be valued higher than other documents that appear in an unknown publication context." This contextual information provides additional rich information for users, thus constitutes a very important aspect of the value-ness of the item.

Our proposed approach takes into account of one type of contextual information: the pedagogical feature of learners. In particular, we argue that users' pedagogical goal and interest should be regarded as two of the most critical considerations when we are making recommendations in e-learning systems. We believe that the value added to the paper, in term of new knowledge that the learner learned from the paper, depends on the richness of information and the learner willingness to digest it. Moreover, this willingness depends on learner interest and motivation, which is reflected as learner goal.

COMPONENTS AND TECHNIQUES

Paper Repository

Electronic versions of all papers, including magazine articles, conference papers, workshop papers, etc., will be stored in the Paper Repository. If the electronic version is not available, then the hyperlink pointed to the paper or relevant publication information will be stored in the system. In addition, the repository also stores ratings and comments by users. Generally, the repository is a database with PaperID# as the primary key.

Four major tables are used in the database: MainTable, ActivePaperList, CandidatePaperList and UserRating. MainTable contains all completely verified paper information but comments by users. ActivePaperList contains only information of active papers which are ready to be recommended to users. CandidatePaperList contains a list of "new" papers which have not completely verified. A completely verified paper will be deleted from CandidatePaperList and added into MainTable. UserRating contains all user ratings and other comments in text format. Generally, ActivePaperList is a part of MainTable. The reason to have it separately is to facilitate the recommendation module, because a higher cost of processing a larger data and a frequent access of the ActivePaperList by the recommendation module. The UserRating is used to monitor user progress and to refine paper information.

For each paper, there are three kinds of tags to describe it: content tag, technical tag, and usage tag. Content Tag is the paper's attributes available from most digital libraries. It includes PaperID#, Paper Title, Author(s), Publication Year, Publication Place (journal or conference...
name), Publication Type (book chapter, journal, conference, etc.), Category Contents in terms of subject and keywords and paper length, etc. Technical Tag is additional information which describes the technical level of the paper content (for novice, medium or advanced learners) and can be used in content-based filtering (model-based recommendation). The granularity of technical level is determined by the instructor. For instance, in a Software Engineering course, we can use a coarse grain such as Statistics, Discrete Math, Internet Computing, OO-programming, etc. But for a course in Artificial Intelligence we may use finer grain such as Predicate Calculus, Probability Theory, Utility Theory, etc. Technical tags are usually added manually when the paper is newly added, or inferred and adjusted based on the feedback given by learners, which will be explained in the next section. In order to keep a complete record of paper usage, we also need a usage tag which includes: userID of users who rated the paper and ratings and the time the ratings are submitted.

RECOMMENDATION MODULE

Data Clustering Module

Clustering learners based on their learning interests is handled by the data-clustering module. In our approach, we will perform a data clustering technique as a first step to coarsely cluster learners based on the recommendation goal, their interest, background knowledge, etc. Basically, for each prototypical user group, there are representative candidate papers associated with it. It is obvious that these representative papers are the centers of their respective clusters. In addition, since a learner might fall into more than one cluster, the clustering algorithm should allow overlapping clusters.

Clustering is good at finding a densely populated group of users with close similarities, but it fails to provide personalized information for these users. In order to make up for this, individualization can be achieved by further performing a collaborative filtering technique. The advantages to first applying clustering is not only to scale down the candidate sets, but also to guide collaborative filtering into a more focused area where high quality, personalized recommendations can be made (Tang, & McCalla, 2003b).

Focused Collaborative Filtering Module

After clustering is performed, learners are categorized in clusters based on their learning goal, interests, etc. However, recommendations cannot be made at this point, because even for learners with similar learning interests, their ability to consume papers can vary due to the dissimilarity of their knowledge level (as shown in our example in the previous section). Therefore, during this process, recommendations will be made not on the whole pool of users as most recommender systems do (e.g., Herlocker et al., 1999; Schein et al., 2002; Melville, Mooney, & Nagarajan, 2002), but on the clustered areas (Tang, & McCalla, 2003b).

INTELLIGENT PAPER MAINTENANCE MODULE

The maintenance module is mainly responsible for updating (including adding, deleting, putting into backup list), collecting, and making sense of papers. Figure 4 shows the components of this module.

Topic-Driven Web Crawler

There is a web crawler embedded in this module, which is responsible for crawling digital libraries. To date, there has been a huge amount of research concerning web crawlers. Similar to the crawlers in other literatures, our web crawler is a topic-driven web crawler, which exploits the content-similarity between course topics and candidate papers. In the simplest form, a database is used to store the links to available e-journals. The database also stores the template (rules) for retrieving the information inside the journal.

Sense-Maker

The Sense-Maker is mainly responsible for filtering out loosely related papers and grouping them into their appropriate topical categories. Paper tagging will be accomplished during this process, where the results of this process are candidate papers with appropriate tags. The
sense making here is adaptively performed based on the collective learning behaviors and interests of users instead of an individual learner.

But when there are accumulated ratings for the paper, the Sense-Maker can adaptively determine the appropriate technical tag for the paper. For instance, the majority of learners might find the paper to be highly technical which requires more extensive knowledge of both collaborative filtering and association rule mining, and their given ratings can be reflected in the paper's technical tag. Therefore, each paper's technical tag evolves according to the collective usage and ratings of its learners.
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Garbage Collector

In order to keep the Paper Repository from growing too large, an intelligent Garbage Collector is used to decide whether or not to discard a paper completely or put it into a backup list for possible specialized needs. Although as pointed out in McCalla (2000), patterns of user behavior might be needed to perform garbage collection, in our system we will only focus on the usage of papers as a reliable form of users' paper reading patterns, which indirectly determine the 'survival time' of a target paper. In addition, compared to the survival analysis proposed in (Pitkow, & Pirolli, 1997), our module is simpler. In spite of it, we argue that in the context of our system, it is enough for us to capture both the overall usage and ratings of a target paper in order to determine whether or not to discard the paper.

There are several criteria in determining whether a paper should be deleted or not. For example, overall frequency within the specified category most recent frequency (Debevc, Meyer, & Svecko, 1997), overall cross-category frequency (since one paper might fall into more than two topical categories, its overall cross-category frequency measures its accumulative usage across these categories), average rating, and minimum acceptable rating. The first three factors concerning the usage of a paper mainly measure the frequency with which a target paper is recommended and read; the last two measure users' ratings of the target paper. If a paper consistently receives low ratings over a pre-defined period of time, it will be deleted.

MODEL AND FEASIBILITY STUDY

In this section we will provide formal concepts used in our system, followed by a simulation study in order to check the effectiveness of collaborative filtering in the context of learning.

In order to show that learner interest is not the primary factor in recommendation, we conducted a small-scale survey by asking our colleagues and friends (most of them have completed or are currently in a graduate program). Survey results substantiate our previous claims that uninteresting, yet pedagogically valuable papers should be recommended. These pedagogically useful, yet uninteresting papers (items) are not false positives) Sarwar et al., 2000), because they could be helpful in one way or another to fulfill learners' learning expectations. Details of the survey can be found at (Tang, & McCalla, 2004a).

Pedagogically-Oriented Paper Recommendation

Our goal can be stated as follows. Given a collection of papers and a learner's profile, recommend and deliver a set of pedagogically suitable materials in an appropriate sequence, so as to meet both the learner's pedagogical needs and interests. Ideally, the system will maximize a learner's utility such that the learner gains a maximum amount of knowledge and is well motivated in the end. However, the content-based recommendation, which is achieved through a careful assessment of learner characteristics and then matches these models against papers, is very costly due to the following reasons:

* When a new paper is added into the system, a detailed identification is required (e.g., tagging it with detailed information of the background knowledge needed for understanding it), which cannot be done automatically;

* When a learner gains some new knowledge after reading a paper, a new matching process is required in order to find the next suitable paper for him/her, resulting in the updating of his/her learner model;
* The matching between learner model and paper model may not be a one-to-one mapping, which increases the complexity of the computation.

Alternatively, we can use collaborative filtering (CF) to reduce the complexity of the recommendation process. The idea of CF is to let peer learners filter out those not suitable materials, while the system does not need to know the detailed characteristics of them. Hence, the matching process is not performed from learner models to learning materials, but from one learner model to other learner models. Since the system also utilizes some characteristics of papers and considers both learner knowledge and interest, then it is not a pure CF but a hybrid-CF. The remaining question is whether or not the hybrid-CF is as effective as the content-based recommendation. To answer this question, we carried out an experiment using artificial learners for two types of pedagogical-oriented recommendation techniques: pure content-based, which makes recommendations based on the matching of learner models to papers, and hybrid CF, which is based on peer learner recommendation.

A Formal Notation of Paper Recommendations

In a formal notion, we can state our recommendation steps as follow:

1. For a learner model \( l \), find a group of similar learners, \( N(l) \). (cluster of learners)
2. Given content \( C \), find a group of relevant papers \( R(C) \). (cluster of papers)
3. Find a subset of learners \( N'|N(l) \), who have read/rated any paper in \( R(C) \); denoted by \( f: N(l) \rightarrow R(C)*N' \). (refine the cluster of learners)
4. Based on the attributes of \( R(C) \), use content-based filtering to find a set of recommended papers \( R'|R(C) \) such that they match learner model \( l \).
5. Or, based on the ratings given by \( N' \), use collaborative filtering to find a set of recommended papers \( R'|R(C) \).

The first step can be achieved without complex computation—for example, grouping by learners who have taken the same courses together, or grouping according to their learning profile (e.g., average grade of previous courses). We can also ignore this step if not many learners are recorded in the database. The second step can be realized by checking the subject and keywords of the papers. The third step is easily checked from the database. Finally, the fourth and fifth steps need more attention which will be described using the following basic definitions.

Definition 1. A paper in the domain being learned, denoted by \( r \), is called commonly well selected if it is pedagogically suitable for all learners \( L \) under common learning constraints (time, prior knowledge, availability, etc.). The same definition applies for a set of all papers, denoted by \( [R.sup.c] \), (i.e., it is commonly well selected if all papers \( r \in [R.sup.c] \) is commonly well selected).

Definition 2. A paper in the domain being learned is individually well selected if it is pedagogically suitable for a specific learner \( j \in L \), under his/her individual learning constraints (common learning constraints plus individual learner characteristics, such as learning style, prior knowledge, preference, etc.). The same definition applies for all individually well selected papers, denoted by \( [R.sup.1] \), (i.e., it is individually well selected if all papers \( r \in [R.sup.1] \) is individually well selected).

Definition 3. The set of all individually well selected papers is called the aggregate well selected paper, denoted by \( R \).

Thus, we get \( [R.sup.c] = \cup[j \in L][R.sup.1] \) and \( R = \cup[L][R.sup.1] \). Additional paper beyond \( R \) is unnecessary. However, deciding \( [R.sup.1] \) is a non-trivial task, because in an ideal case, the tutor needs to decide proper pedagogical criteria in recommending the paper. In our proposed system, we left the learners and garbage collector to decide the set of \( R \).

Definition 4. Similarity of two papers \( [r.sup.1] \) and \( [r.sup.2] \) member of \( R.\n
v-similarity (version-based): \( [r.sup.1] \) and \( [r.sup.2] \) share the same topic, might be written by
same authors, but one is a refined/updated version of another.

c-similarity (comparison-based): \([r_{.1}]\) and \([r_{.2}]\) discuss the same topic, with different approach.

t-similarity (technique-based): \([r_{.1}]\) and \([r_{.2}]\) use the same technique to solve two different problems.

s-similarity (simplicity-based): \([r_{.1}]\) and \([r_{.2}]\) concern the same topic and have the same level of simplicity in order to be understood.

Ideally, in content-based recommendation, we want to include papers with c-similarity but exclude v-similarity. According to learner interest and background knowledge, the system will recommend similar papers based of s-similarity. At current stage, we did not consider t-similarity. In CF, we do not consider those similarities which make our system less complicated.

Definition 5. Ordering of a set of papers \([R_S.sup.S]\), where \([R_S.sup.S]\) \(\subseteq\) R and \(|R_S.sup.S| > 1\).

t-order: sequence of \([R_S.sup.S]\) according to their technical difficulty.

l-order: sequence of \([R_S.sup.S]\) according to their length.

p-order: sequence of \([R_S.sup.S]\) according to the abstraction of their presentation.

r-order: sequence of \([R_S.sup.S]\) according to the prestige of their publications.

c-order: sequence of \([R_S.sup.S]\) according to the chronology of their publications.

In general, in the context of both content-based and collaborative filtering, we only consider c-order and l-order. The paper maintenance module will filter out papers from less prestigious publications by crawling only prestigious publishers and adding new papers only; thus it is not considered in the recommender module. The abstraction of paper presentation is not considered as well. The ordering in CF is realized after the system gets all the higher rated papers \(R'\) and is ready to deliver them to the learner. The straightforward way is by using t-order, from the easiest one, or combining it with l-order, with the shorter one first.

The "Conflict of Understanding and Interest" Problem

For paper \(p\), and user \(U\), we might have the learner sequence \([U_{.i}.sup.t}\), where \(t\) is the time when the user accessed/read the paper. Therefore, when a user reads a paper at different time, he/she might have different ratings toward it, in that his/her understanding towards the paper might change (either for the better or for the worse) due to his/her own increasing background knowledge on the subject. This will also lead to a so-called "conflict of understanding and interest" problem where a user might provide largely different ratings towards a paper. But from both learners' and tutors' perspectives, this phenomenon is natural given the increasing pedagogical ability of learners as time goes by. Therefore, we will not make effort to "solve" this conflict; instead, these traces of living conflicts will be explored later to make a deep understanding of both the usage of a paper, and the learning curve of a learner.

It is obvious that as we can cluster users purely based on their browsing behaviors, we can also cluster the annotated user models with respect to a specific paper, or sequences of papers. Technically, the sequences of user models along with the collections of paper will provide rich information related to both users, user patterns, papers and paper usage patterns, which, in turn, can make more refined recommendations, provide both personalized and groupalized recommendations and form dynamic and collaborative groups based on clusters of learners with different interests, pedagogical backgrounds (Tang, & Chan, 2002).

EVALUATING PEDAGOGY-ORIENTED HYBRID COLLABORATIVE FILTERING

As stated previously, we argue that two pedagogical features may be important in the recommendation system (RS): interest and knowledge. Moreover, content-based filtering may not as convenient as CF. In this section we will describe our experiment with both recommendation techniques using both pedagogical features.
Simulation Setup

For the purpose of testing, we first generate 500 artificial learners and use 50 papers related to data mining as the main learning materials. The RS then delivers recommendations of 15 papers to each learner according to each individual learner model (pure content-based). Each artificial learner rates these papers according to their properties. After that, we generate 100 additional artificial learners, who become the target learners. Then, two recommendation techniques are applied for these target learners in order to evaluate their differences as well as performances. The first technique is the same as the technique used in the first 500 learners, (i.e., content-based recommendation). The second technique uses a hybrid-recommendation technique (model based with collaborative filtering).

Learner Properties

In the simulation, we use minimal learner properties to generate artificial learners, as shown below:

* Learner ID #.

* Background knowledge as vector \([k_{sub.1}], [k_{sub.2}]\), \([k_{sub.3}], [k_{sub.4}]\), \([k_{sub.5}], [k_{sub.6}]\), \([k_{sub.7}], [k_{sub.8}]\), \([k_{sub.9}], [k_{sub.10}]\), where \([k_{sub.i}]\) represents its strength on knowledge i-th, and \([k_{sub.i}] \in [0, 1]\). We assume that \([k_{sub.1}]\) and \([k_{sub.2}]\) are two basic mathematics topics, \([k_{sub.3}]\) and \([k_{sub.4}]\) are two discrete mathematics topics taught in computer science or mathematics. \([k_{sub.5}]\) and \([k_{sub.6}]\) are two statistics topics, \([k_{sub.7}]\) is algorithm analysis, and \([k_{sub.8}], [k_{sub.9}]\) and \([k_{sub.10}]\) are topics in database, bioinformatics, and AI in education. \([k_{sub.1}]\) is derived from truncated inverse standard lognormal distribution with \(\sigma = 1\) and reduced by factor 1/5. And \([k_{sub.2}]\) is lower than \([k_{sub.1}]\) by the factor which also follows truncated standard lognormal distribution with \(s = 1\) and reduced by factor 1/10. \([k_{sub.3}],[k_{sub.4}],[k_{sub.5}],[k_{sub.6}],[k_{sub.7}],[k_{sub.8}],[k_{sub.9}], [k_{sub.10}]\) are derived from truncated standard lognormal distribution with \(\sigma = 1\) and reduced by factor 1/5. \([k_{sub.6}]\) is derived from truncated standard lognormal distribution with \(\sigma = 1\) and reduced by factor 1/5. \([k_{sub.7}]\) is derived from uniform distribution \([0, 1]\). \([k_{sub.8}], [k_{sub.9}],[k_{sub.10}]\) are derived from truncated standard lognormal distribution with \(\sigma = 1\) and reduced by factor 1/5.

* Interest toward specific topics as vector \([I_{sub.1}], [I_{sub.2}], [I_{sub.3}],..., [I_{sub.12}]\), where \([I_{sub.i}]\) represents its interest on topic i-th, and \([I_{sub.i}] \in [0, 1]\). We assume that all interests except \([I_{sub.1}]\) (general topical knowledge) are generated randomly following uniform distribution. And \([I_{sub.1}]\) is generated using truncated inverse standard lognormal distribution with \(\sigma = 1\) and reduced by factor 1/5.

* Motivation as value \(M \in [0, 1]\). Where 1 represents that the learner's willingness to spend more time to learn something not covered/understood before and 0 represents the learner's unwillingness to do so. \(M\) is generated using truncated standard lognormal distribution with \(\sigma = 1\) and reduced by factor 1/5.

Paper Properties

We use the following properties for the papers:

* Paper ID #.

* Technical knowledge as vector \([k_{sub.1}], [k_{sub.2}], [k_{sub.3}],..., [k_{sub.10}]\), where \([k_{sub.i}]\) denotes the extensiveness of the knowledge i-th used inside the paper. The extensiveness of a knowledge means that a learner needs a good background of the corresponding knowledge in order to be able to understand the paper thoroughly. If the learner lacks that knowledge, then he/she can gain the corresponding knowledge by reading the paper carefully and spending more time to look at the references. We assume \([k_{sub.i}] \in [0, 1]\), and each of them represents the same topic as that described in learner properties. This feature indirectly affects the technical level of the paper.

* Paper topics as vector \([I_{sub.1}], [I_{sub.2}], [I_{sub.3}],..., [I_{sub.10}]\), where \([I_{sub.i}]\) denotes the corresponding topic in the learner's interest.

* Authority level, which is used to determine whether the paper is an important paper or not, for
example, a classical paper or highly cited paper, etc.

Learning Constraints

Five core papers, (i.e., papers that are pedagogically required for all learners; for example, the seminal paper by Agrawal in 1994 introduced, for the first time, the notion of association rule mining and its technique), will be recommended by the system regardless of learners' interests or knowledge. Those papers are core papers in the simulated course. They are specifically chosen as follows: either paper ID #1 or #2, either paper #5 or #6, paper #8, one of paper #26 or #27 or #35, and either paper #33 or #48. Moreover, at least two papers with high technical level should be recommended to the learner. In total, 15 papers must be read and rated by each learner.

The above requirements define the constraints of recommendation, which differentiates the recommendation in an e-learning system from that in other application areas.

MODEL-BASED RECOMMENDATIONS

Rule Generations

The content-based recommendation is based on the following rules (learner-centric):

* System starts with recommending acceptable papers in terms of learners' knowledge level (understandable) and the similarity of learners' interest towards the topic in the paper (the understandable level and the interest similarity will be described later). Up to eight authoritative papers will be selected first; if no more authoritative papers can be selected, then the system will recommend non-authoritative papers.

* Two interested papers, but with very high technical level will be recommended in order to improve the learner's knowledge.

* Some not-interested-yet-pedagogical-useful (authoritative) papers will be provided as the part of the learning requirement in the end.

After learners finish a paper, some additional knowledge may be acquired, which depends on the learner motivation. In our simulation, we assume that the increment is based on:

IF paper.[k.sub.j] > learner.[k.sub.j] AND paper.authority = TRUE THEN
learner.[k.sub.j] = (paper.[k.sub.j] - learner.[k.sub.j]) \times learner.M \times Interest \times [w.sub.1] + learner.[k.sub.j]

IF paper.[k.sub.j] > learner.[k.sub.j] AND paper.authority = FALSE THEN
learner.[k.sub.j] = (paper.[k.sub.j] - learner.[k.sub.j]) \times learner.M \times Interest \times [w.sub.2] + learner.[k.sub.j]

Where [w.sub.1] and [w.sub.2] represent factors that might affect learning speed after reading an authoritative/non-authoritative paper. They are two of the control variables in our experiment. Interest represents the similarity of a learner's interest to the paper's topic which will be described later. Moreover, the total gain made by the learner is defined as the value added from reading the paper, or

Value added = \[\Sigma\] (new) learner.[k.sub.i] - (old) learner.[k.sub.i]

The rule to measure a learner's understanding (Understand) will be based on the knowledge gap between the learner's knowledge and those required to fully understand the paper. In addition, the similarity of learners' interest to the paper's topic (Interest) is generated according to the following rules:

y = 1 if [there exists] such that learner.[l.sub.j] and paper.[l.sub.j] [greater than or equal to] 0.9
y = 0.9 if [there exists] such that learner.[l.sub.j] and paper.[l.sub.j] [greater than or equal to] 0.8
y = 0.1 if [there exists] j such that learner.[l.sub.j] and paper.[l.sub.j] [greater than or equal to] 0.0

Interest = Max(y)

Rating Generation Rules

After a learner reads a paper, we need rating-generation rules to generate learner rating toward the paper. We use the following rules in our simulation:

1. If learners are interested in the topic AND understand the paper, a higher rating is generated. Or, matching based on both interests and background knowledge generates higher ratings 4 or 5 under the following formula.

Rate = Round (Interest X Understand X 2) + 3 if Interest [greater than or equal to] 0.7 and Understand [greater than or equal to] 0.7

2. Learners give ratings to a paper based on the amount of knowledge that could be acquired (value added) AND the understanding of the paper (easy to follow, or pedagogical-readiness), OR the importance of the paper to their interest.

Rating Implications

If the rating is high (e.g., 4 or 5), learner motivation will increase randomly following uniform distribution to upper bound value 1, with increasing rate x. If the rating is low (e.g., 1 or 2), learner motivation will decrease randomly also following uniform distribution to lower bound 0, also with decreasing rate x. If the rating falls into the medium of the scale (e.g. 3), learner motivation unchanged. x is another control variable which represents how much motivation a learner gain/loss after reading a paper.

Hybrid Recommendations

The following rules are used for the hybrid recommendation.

* Neighborhood finding. For each target learner (tlearner) find five neighbors (nlearner) based on the similarity of their interest and background knowledge. The similarity measurement is calculated based on the following:

Positive Similarity = [SIGMA] (nlearner.[l.sub.i]) IF tlearner.[l.sub.i] [greater than or equal to] nlearner.[l.sub.i]

Negative Similarity = [SIGMA] (nlearner.[l.sub.i] - tlearner.[l.sub.i]) IF tlearner.[l.sub.i] < nlearner.[l.sub.i]

Similarity = Positive Similarity - Negative Similarity

The similarity formula is used to find similarity in learner background knowledge. The rationale to adopt this measurement is when a learner has a lower interest than a target learner. The magnitude of the learner's interest is credible for recommending a paper to the target learner, therefore the positive similarity measures the total of learners' interest in such condition. However, if the learner's interest is higher than the target learner's interest, then an error may appear regarding the learner's recommendation, and the gap between those two interests may be the cause of the error. Therefore, the negative similarity denotes the sum of the gaps. The same is used for the similarity measure of two learners' background knowledge.

* From these five nearest neighbors, we can get a set of candidate papers based on their ratings. In our simulation, each learner has rated 15 papers; therefore, at least 15 papers will be in the candidate set. Then, we order those papers in candidate set from the highest ratings from the closest neighbor to the lowest rating from the furthest neighbor.

* The system will recommend up to eight authoritative papers starting from those receiving the...
highest rating followed by recommending nonauthoritative papers. Then, the system will choose
and recommend two very interesting and highly technical papers, and recommend five
pedagogically required papers, if the learner has not read them. Finally, the system
recommends the rest of the papers according to the rating order, up to 15 papers in total.

Evaluation Metrics and Control Variables

Those commonly adopted metrics (Herlocker et al., 1999), (e.g., ROC) in the research
community cannot be applied here due to the inherent features of recommendation for e-
learning. These metrics, for example, ROC, are mainly adopted to test the users’ satisfaction in
terms of item interest. However, we argue that since the most critical feature of recommending
learning items is to facilitate learning (not just to provide interesting items), it is not applicable in
our domain. Therefore, we propose two new metrics as follows:

* Average learner motivation after recommendation
* Average learner knowledge after recommendation

And for the purpose of comparison, we compare the percentage differences between content-
based recommendation and hybrid recommendation.

In our simulation, control variables \[w_{sub.1}, w_{sub.2}\] and \[x\] are adjusted to differentiate
artificial learners as follows: \[x = 1\] for fast motivation change (FMC), \[x = 0.3\] for moderate
(MMC), \[x = 0.1\] for slow (SMC), and \[x = 0\] (NMC). Moreover, we use eight pairs of \((w_{sub.1}, \ w_{sub.2})\),
which are \((1, 0), (U[0, 1], 0), (U[0, 0.3], 0), (1, U[0, 0.3]), (U[0, 1], U[0, 0.3]), (U[0, 0.3], U[0, 0.3], U[0, 0.3]), (1, U[0, 1]), (U[0, 1], U[0, 1]), (1, 1),\), where \[U[0, y]\] means a random value
generated from a uniform distribution function. The pair value represents the effect of
authoritative and non-authoritative papers in the increment of the learner's knowledge. For
example, \((1, 0)\) indicates that only authoritative papers can fully increase a learner's knowledge.
And \((1, 1)\) indicates that both authoritative and non-authoritative papers are equally weighted
and can fully increase a learner's knowledge. Each group of experiments is repeated thirty times
for statistical analysis.

EXPERIMENT RESULTS AND DISCUSSION

Experiment Results

Table 3 shows the results of the experimentation. The value shown in each cell is the pair value
of the percentage difference between content-based recommendation and the hybrid-CF
technique in terms of average learner knowledge and motivation. A negative value indicates that
the content-based recommendation technique is better than hybrid-CF. And a positive value
represents the reverse situation. For example, the pair value \((0.65; 2.93)\) represents that using
hybrid-CF is 0.65% and 2.93% better than using content-based in terms of the average learner
knowledge and motivation respectively. All results are checked by t-test for equal mean
hypothesis (assuming different variance). The value in italics inside the table shows that the null
hypothesis is not rejected (for \([\alpha] = 0.05\)), or the difference between content-based and
hybrid-CF is not statistically significant. If we exclude zero and italic values in Table 3, then
there are 14 and 6 negative values for the difference of learner knowledge and motivation
respectively, with the lowest values equal to -1.05% and -5.68% respectively. And there are 8
and 12 positive values for the difference of leaner knowledge and motivation, with the highest
values equal to 1.20% and 19.38%, respectively. Thus, we conclude that using hybrid-CF
results in a lower performance in terms of learner average knowledge. However, since hybrid-
CF usually needs lower computational cost than content-based recommendation (which is not
measured here) and the performance loss is not big, hence hybrid-CF is very promising in e-
learning system.

So far, it is unclear why the individual result of our simulations, especially some values which
show high differences, especially when motivation changes quickly (FMC). However, we can
conclude that using hybrid-CF may not always result in a lower performance. And if it happens,
the difference may not higher than 5%. This conclusion is useful, since hybrid-CF needs lower
cost than content-based recommendation. Thus, if the performance lost is not big, then hybrid-
CF should be used instead of the traditional content-based recommendation.

Discussion
Computer simulation has long served as a tool of applying artificial intelligence on intelligent tutoring systems (Chan, & Baskin, 1990; Tang, & Chan, 2002). Although a simulation program can only model part of the real environment where real learners involve, it can afford a powerful tool for gaining insights for paper recommendations in complex settings. Therefore, the simulation discussed here can serve as a guide in our future study. In fact, we have designed a follow-up human subject study, which extends the resulting recommendations made by the artificial learners on the real human learners to solve the cold-start problem in our domain successfully (Tang, & McCalla, 2004b).

LESSONS LEARNED

One interesting approach associated with the recommendation module is that papers actually can be annotated by users themselves (so their user models), which is fundamentally different from current paper tagging techniques. Indeed, it is obvious that in such evolving e-learning systems, when more and more users interact with the system, each paper annotations will be greatly refined and automated, thus instead inform as well as improve the quality of future recommendations.

Another interesting issue concerns our experiments on both artificial learners and human subjects. More specifically, we conducted a human-subject study where each human user received papers based on the ratings given by the artificial learners (Tang, & McCalla, 2004c) and the rating generation mechanism follows what we describe in this paper. Experiment results showed that the majority of learners have struggled to reach a harmony between their interest and educational goal—they are willing to read noninteresting-yet-pedagogically-useful papers in order to acquire new knowledge for either their group project or their long-term goal. Hence, from this perspective, learners seem to be more tolerant than users in commercial recommender systems. Nevertheless, as educators, we should still maintain a balance of recommending interesting papers and pedagogically helpful ones in order to retain learners and continuously engage them throughout the learning process. This is especially true in our case, since most of the students in Hong Kong are more application-oriented.

CONCLUSION

In this article, we proposed an evolving e-learning system which can adapt itself both to the learners and the open the Web and pointed out the differences of making recommendations in e-learning and other domains. We propose two pedagogy features in recommendation: learner interest and background knowledge. A description of paper value, similarity, and ordering are presented using formal definitions. We also study two pedagogy-oriented recommendation techniques: content-based and hybrid recommendations. We argue that while it is feasible to apply both of these techniques in our domain, a hybrid collaborative filtering technique is more efficient to make "just-in-time" recommendations. In order to assess and compare these two techniques, we carried out an experiment using artificial learners. Experiment results are encouraging, showing that hybrid collaborative filtering, which can lower the computational costs, will not compromise the overall performance of the RS. In addition, as more and more learners participate in the learning process, both learner and paper models can better be enhanced and updated, which is especially desirable for web-based learning systems. We have tested the recommendation mechanisms with real learners, and the results are very encouraging. Details can be found at (Tang, & McCalla, 2004b, c).

Table 1 A comparison of learner model A, B and C

<table>
<thead>
<tr>
<th>Knowledge in Statistics</th>
<th>Learner A</th>
<th>Learner B</th>
<th>Learner C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge in Marketing and Management science</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Knowledge in network security e.g. SSL</td>
<td>Strong</td>
<td>Weak</td>
<td>Weak</td>
</tr>
<tr>
<td>Interest Network security,</td>
<td>Network security,</td>
<td>Data mining &amp; web-mining</td>
<td></td>
</tr>
</tbody>
</table>
Table 3 The differences between content-based and hybrid recommendation (in percentage %). The first value in each cell represents the difference of final knowledge and the second value represents the difference of final motivation.

<table>
<thead>
<tr>
<th></th>
<th>FMC</th>
<th>MMC</th>
<th>SMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>([w.sub.1], [w.sub.2])</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 0)</td>
<td>0.59; 2.77</td>
<td>-0.70; -0.06</td>
<td>-0.77; -0.42</td>
</tr>
<tr>
<td>(U[0, 1], 0)</td>
<td>0.98; 7.97</td>
<td>-0.28; 3.85</td>
<td>0.21; -0.32</td>
</tr>
<tr>
<td>(U[0, .3], 0)</td>
<td>-0.47; 15.15</td>
<td>0.75; 0.33</td>
<td>-5.42</td>
</tr>
<tr>
<td>(1, U[0, .3])</td>
<td>-0.57; 1.61</td>
<td>-1.05; -0.76</td>
<td>-0.90</td>
</tr>
<tr>
<td>(U[0, 1], U[0, .3])</td>
<td>0.30; 8.09</td>
<td>-0.44; 3.41</td>
<td>0.22; -0.01</td>
</tr>
<tr>
<td>(U[0, .3], U[0, 1])</td>
<td>-0.85; 19.38</td>
<td>-0.69; -0.19</td>
<td>0.06; -5.68</td>
</tr>
<tr>
<td>(1, U[0, 1])</td>
<td>-0.52; 1.13</td>
<td>-0.96; -0.8</td>
<td>-0.82; -0.84</td>
</tr>
<tr>
<td>(U[0, 1], U[0, 1])</td>
<td>0.96; 7.36</td>
<td>-0.15; 4.68</td>
<td>0.16; -0.06</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>-0.34; 1.47</td>
<td>-1.31; -0.47</td>
<td>-0.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>NMC</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>([w.sub.1], [w.sub.2])</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 0)</td>
<td>-0.43; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(U[0, 1], 0)</td>
<td>0.54; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(U[0, .3], 0)</td>
<td>1.09; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, U[0, .3])</td>
<td>-0.29; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(U[0, 1], U[0, .3])</td>
<td>0.69; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(U[0, .3], U[0, 1])</td>
<td>1.20; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, U[0, 1])</td>
<td>-0.27; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(U[0, 1], U[0, 1])</td>
<td>0.88; 0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1, 1)</td>
<td>-0.43; 0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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