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#### Abstract

A solution to the $N$-bit parity problem employing a single multiplicative neuron model, called translated multiplicative neuron ( $\pi_{t}$-neuron), is proposed. The $\pi_{t}$-neuron presents the following advantages: (a) $\forall N \geqslant 1$, only $1 \pi_{t}$-neuron is necessary, with a threshold activation function and parameters defined within a specific interval; (b) no learning procedures are required; and (c) the computational cost is the same as the one associated with a simple McCulloch-Pitts neuron. Therefore, the $\pi_{t}$-neuron solution to the $N$-bit parity problem has the lowest computational cost among the neural solutions presented to date.
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## 1. Introduction

The $N$-bit parity problem is a challenging benchmark for testing neural network architectures and their learning algorithms. Besides being non-linear, the N -bit parity problem is difficult to solve, because changing only 1 bit in the input causes the output to change.

The $N$-bit parity problem can be stated as follows. Let $\mathbf{x}=\left[x_{1}, \ldots, x_{N}\right]^{T}$ be an $N$-bit binary vector, i.e., $x_{i} \in\{0,1\}(i=1, \ldots, N)$. The parity generator function $p:\{0,1\}^{N} \rightarrow\{0,1\}$ is defined by

$$
p(\mathbf{x})= \begin{cases}0, & \text { if } \sum_{i=1}^{N} x_{i} \text { is even }  \tag{1}\\ 1, & \text { otherwise }\end{cases}
$$

The objective is to design a neural network capable of realizing the function (1). Note that, for $N=1$, we have simply $p(\mathbf{x})=\mathbf{x}$ and for $N=2$, the parity problem is equivalent to the XOR problem.

Many neural network approaches have been proposed to solve the $N$-bit parity problem, e.g., $[1,2,6-8,10-12]$. Most of these works solve the parity problem using specialized activation functions or specialized network topologies or both. All these previous solutions, however, require the use of at least 1 hidden
neuron to solve the parity problem. Moreover, in some of these approaches, the number of hidden neurons required to solve the problem increases with $N$. In fact, a solution using only 1 neuron has been presented by Arslanov et al. [1], but they themselves reject this solution, because it uses a complicated activation function. Finally, all these previous solutions are based on networks composed of McCulloch-Pitts neurons, which employ additive composition to aggregate their input signals.

Unlike the previous approaches, we propose a solution based on an extended multiplicative neuron model, called translated multiplicative neuron, or $\pi_{t}$-neuron for short [5]. We show that only $1 \pi_{t}$-neuron, employing threshold activation function and parameters defined in certain intervals, solves the $N$-bit parity problem, $\forall N \geqslant 1$. Additionally, no learning procedure is necessary to obtain a solution. Furthermore, the computational complexity of a $\pi_{t}$-neuron is the same as the one associated to a McCulloch-Pitts neuron, if both employ the same activation function. Consequently, the proposed approach has the lowest computational complexity among neural solutions presented so far.

In Section 2, $\pi_{t}$-neuron and its properties are presented, and in Section 3, a solution for the $N$-bit parity problem using a $\pi_{t}$-neuron is proposed.

## 2. Translated Multiplicative Neuron ( $\pi_{t}$-neuron)

Multiplicative neuron models are mainly employed in high-order neural networks [3] and in hybrid neural architectures [4, 13]. Although several multiplicative neurons have already been proposed [9], we initially consider a particular model, called product or multiplicative neuron ( $\pi$-neuron) [13]. This model is defined by the following equations

$$
\begin{equation*}
v=\prod_{i=1}^{m} w_{i} x_{i}, \quad y=f(v) \tag{2}
\end{equation*}
$$

where $x_{i} \in \mathbb{R}(i=1, \ldots, m)$ are the neuron's inputs, $w_{i} \in \mathbb{R}(i=1, \ldots, m)$ are the adjustable parameters (weights) of the model, $v$ is the level of internal activity, $f: \mathbb{R} \rightarrow \mathbb{R}$ is the neuron's activation function, and $y$ is the output of the model.

Even though the model (2) is successfully used in some hybrid neural network architectures [4, 13], it has disadvantages. First, note that $v$ in (2) can be rewritten as

$$
v=\prod_{i=1}^{m} w_{i} \prod_{j=1}^{m} x_{j}=c \prod_{j=1}^{m} x_{j},
$$

where $c=\prod_{i=1}^{m} w_{i}$, i.e., $m$ parameters are used simply to compose a scaling factor for $v$. Because learning algorithms usually try to adjust all the $m$ parameters, precious computational resources are wasted. Furthermore, the decision surfaces generated by (2) are always centered in the origin of the neuron's input space.

To overcome the drawbacks of the $\pi$-neuron, an extended multiplicative neuron model, called $\pi_{t}$-neuron, has been proposed [5]. This model is defined by the following equations

$$
\begin{equation*}
v=b \prod_{i=1}^{m}\left(x_{i}-t_{i}\right), \quad y=f(v) \tag{3}
\end{equation*}
$$

where $b \in \mathbb{R}$ and $t_{i} \in \mathbb{R}(i=1, \ldots, m)$ are the adjustable parameters of the neuron. The adjustable parameters of (3) have a clear meaning, i.e., $b$ is a scaling factor for $v$, and $t_{i}$ 's are the coordinates of the center of the decision surfaces generated by (3). Note that the center of $\pi_{t}$-neuron's decision surfaces can be placed anywhere in the neuron's input space.

In the traditional McCulloch-Pitts neuron, the level of internal activity is usually defined as $v_{\mathrm{mc}}=w_{0}+\sum_{i=1}^{m} w_{i} x_{i}$, where $w_{0}$ is the bias term, and the output is given by $y_{\mathrm{mc}}=f\left(v_{\mathrm{mc}}\right)$. Comparing the equations that define the McCulloch -Pitts neuron with (3), we see that $\pi_{t}$-neuron has the same number of parameters and performs the same number of arithmetical operations as the McCulloch-Pitts model. In other words, a $\pi_{t}$-neuron and a McCulloch-Pitts neuron have the same computational complexity, if both employ the same activation function.

## 3. Solving the $N$-bit Parity Problem with a Single $\pi_{t}$-neuron

Consider a $\pi_{t}$-neuron employing the threshold activation function $f_{\mathrm{th}}: \mathbb{R} \rightarrow\{0,1\}$, defined by

$$
f_{\mathrm{th}}(v)= \begin{cases}1, & \text { if } v \geqslant 0 \\ 0, & \text { otherwise }\end{cases}
$$

We prove in the following that this $\pi_{t}$-neuron is capable of solving the $N$-bit parity problem, $\forall N \geqslant 1$.

LEMMA 1. Let a $\pi_{t}$-neuron employing threshold activation function have its parameters defined as $0<t_{i}<1(i=1, \ldots, N)$ and $b<0$ if $N$ is even or $b>0$ if $N$ is odd. Then this $\pi_{t}$-neuron solves the $N$-bit parity problem, $\forall N \geqslant 1$.

Proof. Let $\mathbf{x}=\left[x_{1}, \ldots, x_{N}\right]^{T}$ be a binary vector and a $\pi_{t}$-neuron employing threshold activation function have its parameters defined as stated in the lemma. We shall prove that the output of this $\pi_{t}$-neuron, when excited by $\mathbf{x}$, is $y=p(\mathbf{x})$, $\forall \mathbf{x} \in\{0,1\}^{N}$. Define $S_{0}=\left\{i \mid x_{i}=0\right\}$ and $S_{1}=\left\{j \mid x_{j}=1\right\}$. Observe that $N=\left|S_{0}\right|+$ $\left|S_{1}\right|$, where $|\cdot|$ denotes cardinality of a set. The level of internal activity of the $\pi_{t^{-}}$ neuron, excited by $\mathbf{x}$, is given by

$$
v=b \prod_{i=1}^{N}\left(x_{i}-t_{i}\right)=b \prod_{i \in S_{0}}\left(x_{i}-t_{i}\right) \prod_{j \in S_{1}}\left(x_{j}-t_{j}\right)=b K_{0} K_{1},
$$

where $K_{0}=\prod_{i \in S_{0}}\left(x_{i}-t_{i}\right)$ and $K_{1}=\prod_{j \in S_{1}}\left(x_{j}-t_{j}\right)$. We adopt the following convention: for $k \in\{0,1\}$, if $S_{k}=\emptyset$ then $\prod_{l \in S_{k}}\left(x_{l}-t_{l}\right)=1$. The output of the $\pi_{t}$-neuron is

$$
y=f_{\mathrm{th}}(v) .
$$

Note that $K_{1}>0$, because $\left(x_{j}-t_{j}\right)>0, \forall j \in S_{1}$. Since $\left(x_{i}-t_{i}\right)<0, \forall i \in S_{0}$, the sign of $K_{0}$ and consequently, the sign of $K_{0} K_{1}$, is determined by $\left|S_{0}\right|$ : if $\left|S_{0}\right|$ is even then $K_{0} K_{1}>0$; if $\left|S_{0}\right|$ is odd then $K_{0} K_{1}<0$. We consider 2 different cases:

1. $N$ even: in this case, $\left|S_{0}\right|$ is even iff $\left|S_{1}\right|$ is even. Since $b<0$, if $\left|S_{0}\right|$ is even then $v<0$; if $\left|S_{0}\right|$ is odd then $v>0$. Consequently, the $\pi_{t}$-neuron's output is given by

$$
y= \begin{cases}0, & \text { if }\left|S_{1}\right| \text { is even } \\ 1, & \text { otherwise }\end{cases}
$$

i.e., for $N$ even, $N \geqslant 2, y=p(\mathbf{x}), \forall \mathbf{x} \in\{0,1\}^{N}$.
2. $N$ odd: here, $\left|S_{0}\right|$ is even iff $\left|S_{1}\right|$ is odd. Because $b>0$, if $\left|S_{0}\right|$ is odd then $v<0$; if $\left|S_{0}\right|$ is even then $v>0$. Then the $\pi_{t}$-neuron's output is given by

$$
y= \begin{cases}0, & \text { if }\left|S_{1}\right| \text { is even } \\ 1, & \text { otherwise }\end{cases}
$$

i.e., for $N$ odd, $N \geqslant 1, y=p(\mathbf{x}), \forall \mathbf{x} \in\{0,1\}^{N}$.

Hence, the considered $\pi_{t}$-neuron solves the $N$-bit parity problem, $\forall N \geqslant 1$.
Note that the conditions (parameter values) stated in Lemma 1 are sufficient conditions only. Moreover, there are infinite parameter values that can be used to solve the $N$-bit parity problem with a $\pi_{t}$-neuron. The choice of appropriate values for the parameters depends on the restrictions imposed by the particular implementation architecture used. If some performance measure related to the implementation architecture must be optimized, the parameter intervals suggested in Lemma 1 can be used as constraints for the corresponding optimization problem. See Figure 1 for a solution for the 2-bit parity (XOR) problem, with $b=-1$ and $t_{1}=t_{2}=0.5$.

Table I presents a comparison among neural architectures proposed to solve parity problems. In this table, [•] stands for truncation to the nearest integer, $\lceil\cdot\rceil$ stands for rounding toward $+\infty$, and $\lfloor\cdot\rfloor$ stands for rounding toward $-\infty$. Observe that the solution using $\pi_{t}$-neuron has the lowest computational complexity, since it does not require hidden neurons and, again, the $\pi_{t}$-neuron solution has the same computational complexity as that of a simple McCulloch-Pitts neuron.

As pointed out before, Arslanov et al. [1] have presented a solution (different from that showed in Table I) that uses only 1 additive neuron with a complicated activation function. Since Arslanov et al. themselves reject that solution, it is not included in Table I. Anyway, because the $\pi_{t}$-neuron solution employs a simple threshold activation function, it is still less computationally complex than Arslanov et al.'s rejected one.

| $x_{1}$ | $x_{2}$ | $p(x)$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

(a)

(b)

Figure 1. Solution obtained by a $\pi_{t}$-neuron for the 2 -bit parity (XOR) problem: (a) XOR truth table; (b) decision surface generated by $\pi_{t}$-neuron.

Table I. Comparison between neural architectures for the $N$-bit parity problem.

| Solution | Hidden neurons | Activation function |
| :--- | :---: | :---: |
| Stork and Allen [11] | 2 | Specialized |
| Brown [2] | 1 | Specialized |
| Minor [8] | $[N / 2]$ | Sigmoid |
| Setiono [10] | $\lceil(N+1) / 2\rceil$ | Sigmoid |
| Lavretsky [6] | $N-1$ | Sigmoid/Threshold |
| Liu et al. [7] | $\lfloor N / 2\rfloor$ | Threshold |
| Arslanov et al. [1] | $\left\lceil\log _{2}(N+1)\right\rceil$ | Threshold |
| Torres-Moreno et al. [12] | $N$ | Sigmoid |
| $\pi_{t}$-neuron | 0 | Threshold |

## 4. Conclusion

The $N$-bit parity problem has been widely used to evaluate neural networks, because it is nonlinear and considered hard to solve. A variety of neural architectures have been proposed to solve the parity problem, but all of them require the use of at least one hidden neuron. We propose a solution to the $N$-bit parity problem based on an extended multiplicative neuron model, called translated multiplicative neuron ( $\pi_{t}$-neuron). The $\pi_{t}$-neuron solution does not require learning and, $\forall N \geqslant 1$, only $1 \pi_{t}$-neuron with threshold activation function and parameters defined within a specific interval solves the $N$-bit parity problem. Furthermore, since $1 \pi_{t}$-neuron has the same computational complexity as a single McCulloch-Pitts neuron (if both use the same activation function), the proposed solution has the lowest computational cost among the neural solutions reported to date.

The simplicity of the proposed solution makes it suitable for applications demanding fast computation of parity bits. The $\pi_{t}$-neuron solution may also be attractive for those interested in hardware implementations, because compact analog parity generator circuits may be developed based on it.

The applicability of $\pi_{t}$-neuron is not limited to the $N$-bit parity problem. Actually, neural networks composed of hidden $\pi_{t}$-neurons and trained by supervised learning techniques have been applied in function approximation problems, producing encouraging results [5]. A future research direction is to investigate theoretical properties and limitations of neural networks using $\pi_{t}$-neurons. Another research direction is to insert $\pi_{t}$-neuron in the context of hybrid and automatic generated neural network architectures [4, 13].
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