Constructing accurate and parsimonious fuzzy models with distinguishable fuzzy sets based on an entropy measure
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Abstract

Parsimony is very important in system modeling as it is closely related to model interpretability. In this paper, a scheme for constructing accurate and parsimonious fuzzy models by generating distinguishable fuzzy sets is proposed, in which the distinguishability of input space partitioning is measured by a so-called “local” entropy. By maximizing this entropy measure the optimal number of merged fuzzy sets with good distinguishability can be obtained, which leads to a parsimonious input space partitioning while preserving the information of the original fuzzy sets as much as possible. Different from the existing merging algorithms, the proposed scheme takes into account the information provided by input–output samples to optimize input space partitioning. Furthermore, this scheme possesses the ability to seek a balance between the global approximation ability and distinguishability of input space partitioning in constructing Takagi–Sugeno (TS) fuzzy models. Experimental results have shown that this scheme is able to produce accurate and parsimonious fuzzy models with distinguishable fuzzy sets.
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1. Introduction

When adaptive learning algorithms are introduced into a fuzzy inference system, there might be a loss in the interpretability or transparency of the fuzzy system. Specifically speaking, undistinguishable fuzzy sets, as shown in Fig. 1, are often generated by most adaptive learning algorithms due to their accuracy-oriented nature. As a result, it is difficult to assign distinct linguistic labels and semantic meaning to these fuzzy sets. This problem has drawn much attention recently [14,13,2,23,9,5,17,21,4,22,8,3,25,20,27].

As one of the main objectives in system modeling, the development of reliable and transparent models is crucial for human beings to understand a real world system or natural phenomenon. Interpretable fuzzy system modeling is to produce a model that not only performs good global prediction, but also generates a parsimonious and understandable rule base, according to the Occham’s razor (The simplest hypothesis or theory agreeing with the facts is the best one). In order to produce parsimonious fuzzy models, the ASMOD (Adaptive Spline Modeling of Observational Data) algorithm was developed [19] for constructing 0-order TS fuzzy models with ANOVA decomposition, and the MASMOD algorithm, a modified version for ASMOD, was proposed in [10] to construct first-order TS fuzzy
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models based on ANOVA decomposition. Furthermore, Gan and Harris suggested a hybrid learning scheme [11] combining the expectation-maximization (EM) algorithm, which is a technique for maximum likelihood or maximum a posteriori estimation [6], and the MASMOD algorithm for fuzzy local linearization modeling. The above-mentioned ANOVA decomposition based construction algorithms produce parsimonious models by adding submodels on lower-dimensional spaces into the model which starts from an empty model. This submodel addition process is controlled by some complexity penalty criteria such as structural risk minimization [19]. There are two possible problems in this type of algorithms. The first is that the model construction process is slow due to the exhaustive search of effective submodels; whereas the second problem is that the model construction process may stop too early without achieving the expected model accuracy.

The motivation of this paper is to construct parsimonious fuzzy models by generating distinguishable fuzzy sets and preserving the global model accuracy at the same time. It is well known that in transparent fuzzy modeling, the interpretability of fuzzy models heavily depends on human’s prior knowledge [9]. However, if there is no prior knowledge available, concise and distinguishable fuzzy sets which lead to a parsimonious partitioning are more interpretable and should be adopted in fuzzy modeling. As a matter of fact, the distinguishability condition is regarded as one of the most important aspects for the interpretability of fuzzy models [5,17,21,4]. In order to produce distinguishable fuzzy sets in fuzzy models, Setnes et al. suggested a procedure to design triangular membership functions (MFs) by ordering the cores or modal values of fuzzy sets for clearly distinguishing their linguistic terms [22]. Espinosa and Vandewalle proposed an algorithm, named FuZion, to merge MFs whose cores are “too close” to each other [8]. In [3], an agglomerative approach based double-clustering technique was suggested to generate distinguishable fuzzy granules. Based on a multi-objective optimization method, Wang et al. presented a fuzzy set agent based evolutionary approach to extract interpretable fuzzy rules, in which an interpretability-based regulation strategy for merging similar fuzzy sets was used [25]. To obtain comprehensible initial fuzzy models, Roubos et al. developed a covariance-based model initialization method [20]. And for the effective initialization of interpretable fuzzy classifiers, a branch merging algorithm based on fuzzy value clustering of branches was applied in [27].

As a matter of fact, most existing algorithms for generating distinguishable fuzzy sets merge similar fuzzy sets based on similarity measures between fuzzy sets [30,7]. Although the similarity measure-based merging procedure seems simple and is effective in many cases, extensive search is usually required, which leads to high computational load. More importantly, this kind of procedure partitions the input space based on input data only without using the information contained in the output data. However, for system identification or modeling, the output data contains useful information for input space partitioning. Castellano et al. suggested a possibility measure to replace the similarity measure of distinguishability, aiming to reduce computational load during the fuzzy set merging process [4], but the possibility measure based merging procedure still ignores the information provided by output data. Inspired by a deviation index suggested to measure the conciseness of input space partitioning [23], this paper proposes a “local” entropy to characterize the distinguishability of input space partitioning, based on which the distinguishability of input space partitioning can be optimized while the information in the original fuzzy sets is preserved as much as possible. Furthermore, this paper proposes a scheme to seek a balance between global approximation ability and distinguishability of input space partitioning based on this “local” entropy measure. The advantage of the proposed scheme is that it takes into account the information provided by input–output sample data pairs during the fuzzy set merging process. In such a way, accurate and parsimonious fuzzy models can be constructed from data using adaptive learning algorithms.
The organization of this paper is as follows. Section 2 proposes a compactness index for data space partitioning and defines a “local” entropy based on this index as a criterion to measure the distinguishability of input space partitioning. In Section 3, a fuzzy set merging algorithm is developed by using this entropy. Section 4 presents a scheme for seeking a balance between global approximation ability and distinguishability of input space partitioning in constructing TS fuzzy models. Experimental results are given in Section 5, and Section 6 concludes this paper.

2. A “local” entropy to measure the distinguishability of fuzzy sets

For a given training sample set \( \Xi := \{ (x^{(i)}, d^{(i)}) \}_{i=1}^N \), where \( x^{(i)} = (x_1^{(i)}, \ldots, x_n^{(i)})^T \in \mathbb{R}^n \) and \( d^{(i)} \in \mathbb{R} \), a so-called sample fuzzy subset \( \tilde{z}^{(i)} \) is defined on each sample as follows:

\[
\tilde{z}^{(i)}(z) = \exp\left( -\frac{\| z - z^{(i)} \|^2}{2\sigma^2} \right),
\]

where \( z^{(i)} = (x^{(i)})^T, d^{(i)} \in \Xi \subset \mathbb{R}^n \times \mathbb{R} \), and \( \sigma \) is a width parameter for the exponential function. Furthermore, a compactness index of this sample fuzzy subset is defined by

\[
C(z^{(i)}) = \frac{\sum_{j \neq i: \| z^{(i)} - z^{(j)} \| \leq \delta} \tilde{z}^{(i)}(z^{(j)})}{\sum_{j=1}^N (\sum_{j \neq i: \| z^{(i)} - z^{(j)} \| \leq \delta} \tilde{z}(z^{(j)}))},
\]

where \( \delta \) is a parameter indicating the size of the neighborhood of \( z^{(i)} \), which is estimated as \( \delta = 2 \max_i (\min_{j \neq i}(\| z^{(i)} - z^{(j)} \|)) \). In terms of the definition by (2), large \( C(z^{(i)}) \) indicates that there are many fuzzy sets congregating around fuzzy set \( \tilde{z}^{(i)} \), whilst small \( C(z^{(i)}) \) reveals that there are few fuzzy sets close to \( \tilde{z}^{(i)} \). This property of the compactness index suggests that it bears an analogy with the data density around the center \( z^{(i)} \) and contains useful information for fuzzy set merging. More importantly, because \( z^{(i)} \) are multidimensional fuzzy subsets defined on the input–output space, merging similar fuzzy sets on input space based on the compactness indices of sample fuzzy subsets actually takes into account the information provided by the output samples, which is very useful in fuzzy modeling. Obviously, this strategy is different from the most currently used fuzzy sets merging procedures in literature. However, it is difficult to assign meaningful semantic terms to multidimensional fuzzy sets [13], so most fuzzy modeling methods represent fuzzy rules in terms of fuzzy sets defined on each one-dimensional subdomain of input space. In this paper, the compactness index of sample fuzzy subset \( \tilde{x}_j^{(i)} \) on one-dimensional subdomain \( X(j) \) of \( \mathbb{R}^n \) is calculated by projecting the compactness index of the multidimensional fuzzy subset onto subspace \( X(j) \) as follows:

\[
C_j(x_j^{(i)}) = \max_{z \in \Xi} C(z | x_j = x_j^{(i)}).
\]

Now let us define the compactness index of a normal fuzzy set by associating it with the above-defined sample fuzzy subset. For fuzzy sets \( \{ A_m^{(j)} | m = 1, \ldots, L_j \} \) on \( X(j) \), where \( L_j \) represents the number of fuzzy sets defined on \( X(j) \), the core center of \( A_m^{(j)} \) is evaluated as

\[
\beta_m^{(j)} = \frac{1}{2}(\beta_m^{(j1)} + \beta_m^{(j2)}),
\]

where \( \beta_m^{(j1)}, \beta_m^{(j2)} \) are the lower bound and upper bound of the core region of \( \text{norm}(A_m^{(j)}) \) that is defined as \( \text{norm}(A_m^{(j)})(x_j) = A_m^{(j)}(x_j)/\sup_{x_j} A_m^{(j)}(x_j) \). The compactness index of fuzzy set \( A_m^{(j)} \) is defined by

\[
MC_j(\beta_m^{(j)}) = \frac{\max_{x_j^{(i)} \in A_m^{(j)}} C_j(x_j^{(i)})}{\delta_j},
\]

where \( A_m^{(j)} := \{ x_j^{(i)} | | x_j^{(i)} - \beta_m^{(j)} | < \delta_j \} \), and \( \delta_j \) is a parameter indicating the size of the neighborhood of \( \beta_m^{(j)} \), which is estimated as \( \delta_j = 2 \max_i (\min_{m \neq i}(\| x_j^{(i)} - x_j^{(m)} \|)) \).
Assume the data space $\beta^{(j)} = \{ \beta^{(j)}_m | m = 1, \ldots, L_j \}$ is partitioned into $\psi^{(j)}_k$, $k = 1, 2, \ldots, K_j$, where $\psi^{(j)}_k$ is a subset of $\beta^{(j)}$ and $\beta^{(j)} = \bigcup_{k=1}^{K_j} \psi^{(j)}_k$. Based on the compactness index (5), an entropy is defined as follows to measure the distinguishability of this partition:

$$LE^{j}_{K_j} = LE(\{ \psi^{(j)}_k | k = 1, \ldots, K_j \}) = \sum_{k=1}^{K_j} E^{j}_k,$$

(6)

where

$$E^{j}_k = - \sum_{\beta^{(j)}_m \in \psi^{(j)}_k} \left( \frac{MC_j(\beta^{(j)}_m)}{S_k} \right) \log \left( \frac{MC_j(\beta^{(j)}_m)}{S_k} \right),$$

(7)

and

$$S^j_k = \sum_{\beta^{(j)}_m \in \psi^{(j)}_k} MC_j(\beta^{(j)}_m) \quad (k = 1, \ldots, K_j).$$

(8)

For the sake of clarity in calculating the entropy, a partition matrix $U^{(j)}$ with the size of $K_j \times L_j$ is defined as follows:

$$U^{(j)}_{km} = \begin{cases} 1 & \text{if } \beta^{(j)}_m \in \psi^{(j)}_k, \\ 0 & \text{otherwise}, \end{cases}$$

(9)

and the entropy can be reformulated as

$$LE^{j}_{K_j} = - \sum_{k=1}^{K_j} \sum_{m=1}^{L_j} \hat{U}^{(j)}_{km} \cdot MC_j(\beta^{(j)}_m) \log (\hat{U}^{(j)}_{km} \cdot MC_j(\beta^{(j)}_m)),$$

(10)

where

$$\hat{U}^{(j)}_{km} = U^{(j)}_{km} \left( \sum_{m=1}^{L_j} U^{(j)}_{km} \cdot MC_j(\beta^{(j)}_m) \right).$$

(11)

The above entropy can be regarded as an extension of the a posteriori entropy suggested by Kapur et al. for image segmentation [18]. It is known that the entropy criterion in [18] is effective for finding an optimal gray level threshold for image segmentation. Therefore, it is expected that by maximizing the entropy (6) an optimal data space partition, denoted as $\beta^{(j)*} = \bigcup_{k=1}^{K^*_j} \psi^{(j)*}_k \quad (K^*_j < K_j)$, can be obtained, in which $\psi^{(j)*}_k$ should be distinctively separated from each other. It should be noted that the proposed entropy measure (6) is different from the relative entropy measure in [23,9] for measuring the deviation of MFs from symmetry and the conciseness of fuzzy models. And the proposed entropy measure is also different from the fuzzy entropy proposed in [1] which was defined in terms of the membership degrees without considering the analogous density information around the core centers of fuzzy sets.

Because only neighboring samples are considered in (2), the entropy measure defined in (6) is called “local” entropy. The “local” concept in the compactness definition is important. When $\delta$ is large enough to cover all the samples, the “local” concept no longer exists. In the case of non-uniform samples, different values of $\delta$ will cause little difference. However, when the samples are uniform, the entropy without using the “local” concept may not work as a measure of distinguishability. For example, in Fig. 2 for a non-uniform data set, the compactness indices with and without using the “local” concept are similar. However, as shown in Fig. 3, for a uniform data set, the compactness distributions based on the two indices are different. Fig. 3(bottom) indicates that the compactness indices around the samples are the same except for the marginal samples, which is what we expect for a uniform data set. We suggest using the compactness index defined by (2) to characterize the distinguishability of input space partitioning.
3. A fuzzy set merging (FSM) algorithm

If there is no prior knowledge available, fuzzy sets generated by accuracy-oriented data-driven modeling methods such as neuro-fuzzy algorithms [26,16] are most likely indistinguishable. The FSM algorithm developed in this section, as delineated in Fig. 4, can be used to merge the indistinguishable fuzzy sets, producing new fuzzy sets with optimal distinguishability in terms of maximum “local” entropy.

The FSM algorithm performs the following steps:

**Step 1:** Set $j = 1$, and perform initialization on domain $X_{(j)}$

1.1) Set $K_j = 1$;

1.2) Calculate the core centers of the fuzzy sets $\bar{\beta}_{m}^{(j)} = \{\beta_{m}^{(j)} | m = 1, \ldots, L_j\}$.

1.3) Set the partition matrix $U^{(j)}$ as follows: $U_{1m}^{(j)} = 1, m = 1, \ldots, L_j$, which means that every $\beta_{m}^{(j)}$ belongs to the current partition interval.

1.4) Calculate the compactness indices $MC_{j}(\beta_{m}^{(j)})$.

1.5) Calculate the initial “local” entropy:

$$LE_{1}^{j} = - \sum_{m=1}^{L_j} \hat{U}_{1m}^{(j)} \cdot MC_{j}(\beta_{m}^{(j)}) \log(\hat{U}_{1m}^{(j)} \cdot MC_{j}(\beta_{m}^{(j)})).$$
Step 2: Increase $K_j$ by 1, and calculate the centers of all the partition intervals, $V^*_k$ ($k = 1, \ldots, K_j$), and the partition matrix $U^{(j)}$ by the unsupervised hard C-means (HCM) clustering algorithm. By now the optimal partition centers $V^*_k$ ($k = 1, \ldots, K_j$) have been obtained. Without loss of generality, let $V^*_1 < V^*_2 < \cdots < V^*_K$.

Step 3: Calculate the “local” entropy $LE^{(j)}_{K_j}$ for this partition, and go to Step 2 until $K_j = L_j$.

Step 4: Calculate $K^*_j = \arg\max_{k \in \{1, \ldots, K_j\}} \{LE^{(j)}_{K_j}\}$, that is, the optimal partitioning is to partition the data space $\beta^{(j)}$ into $K^*_j$ regions. By now the optimal partition centers $V^*_k$ ($k = 1, \ldots, K^*_j$) have been obtained.

Step 5: Construct new fuzzy sets with $V^*_k$ ($k = 1, \ldots, K^*_j$) as cores. For example, the Gaussian MFs could be generated as follows:

$$A_k^{(*)}(x_j) = \exp\left(-\frac{(x_j - V_k^*)^2}{2\sigma_k^*}\right),$$  
(12)

where the width parameter $\sigma_k^*$ can be determined as follows:

$$(\sigma_k^*)^2 = \min\left( -\frac{(V_k^* - V_{k-1}^*)^2}{2\log \epsilon_0}, -\frac{(V_{k+1}^* - V_k^*)^2}{2\log \epsilon_0}\right)$$  
(13)

and $\epsilon_0 = \min_i (x_{j_i}^{(i)}, x_{j+1}^{(i)}), V_k^* = \max_i (V_j^*, x_{j_i}^{(i)})$, $\epsilon_0$ is a small positive number.

Step 6: Increase $j$ by 1, and go to Step 1.1 until $j = n$.

By using the above FSM algorithm, the original fuzzy sets could be merged optimally by maximizing the “local” entropy to achieve distinguishable fuzzy sets while preserving the original information as much as possible.

4. Construction of parsimonious TS fuzzy models based on the FSM algorithm

Classical data-driven rule induction algorithms such as neuro-fuzzy algorithms [26,16] generate fuzzy sets with “too much” overlap due to their accuracy-oriented property. In this section, given a data set \{$(x^{(i)}, d^{(i)})$\}_{i=1}^N (N is the number of training samples), an initial TS model [24] with grid partitioning of input space, named as $TS_0$,
is obtained as follows:

\[ R_l: \ \text{if} \ x_1 \ is \ A_{l_1}^{(1)} \ \text{and} \ \ldots \ \text{and} \ x_n \ is \ A_{l_n}^{(n)} \ \text{then} \ y_l = a_{l_0} + a_{l_1}x_1 + \ldots + a_{l_n}x_n, \]

(14)

where \( l = (l_1, \ldots, l_n) \), \( 1 \leq l_1 \leq L_1, \ldots, 1 \leq l_n \leq L_n \), and \( L_j \) is the number of fuzzy sets on domain \( X(j) \). The overall system output is

\[ y = \sum_{l_1=1}^{L_1} \ldots \sum_{l_n=1}^{L_n} w_l y_l, \]

(15)

where \( w_l = \frac{\tau_l}{\sum_{l_1=1}^{L_1} \ldots \sum_{l_n=1}^{L_n} \tau_l} \), and \( \tau_l \) is the membership degree of \( x = (x_1, \ldots, x_n) \) belonging to the fuzzy set \( A_l \), i.e.,

\[ \tau_l = A_l(x) = \prod_{j=1}^{n} (A_{l_j}^{(j)}(x_j)), \]

(16)

where \( T \) is a triangular norm (\( t\)-norm for short) operator. A commonly used \( t\)-norm operator in the TS fuzzy model is the product, i.e., \( A_l(x) = \prod_{j=1}^{n} A_{l_j}^{(j)}(x_j) \).

Aiming to improve the interpretability of the TS model while preserving its global approximation performance defined by

\[ E = \frac{1}{2} \sum_{i=1}^{N} \left\| d^{(i)} - y^{(i)} \right\|^2, \]

(17)
where \( y^{(i)} \) is the model output, this paper proposes a scheme as shown in Fig. 5 to merge the fuzzy sets \( \{ A_{ij}^{(j)} \} \) on every domain \( X_{ij} \) based on the FSM algorithm if a certain distinguishability of input space partitioning in \( TS_0 \) is considered to be lost in terms of the proposed entropy criterion.

The steps in the proposed scheme are as follows:

**Step 1**: Initialization.

Set up an accuracy threshold \( \varepsilon_1 \) for the initial TS model and a tolerant accuracy threshold \( \varepsilon_2 \) for the TS model with merged fuzzy sets \( \varepsilon_1 < \varepsilon_2 \).

**Step 2**: Obtain an initial TS model satisfying \( \varepsilon_1 \) with a set of initial fuzzy sets \( \{ A_{ij}^{(j)} \} \) on domain \( X_{ij} \) \( (j = 1, \ldots n) \).

Calculate the core centers of fuzzy sets \( \{ A_{ij}^{(j)} \} \).

**Step 3**: Calculate the cluster centers and the “local” entropies of \( L_j \) possible partitions of the data space \( \beta^{(j)} \). At the \( K_j \)th partitioning, there are \( K_j \) intervals. The \( K_j \) cluster centers are represented as \( V_{K_j}^{(j,1)}, \ldots, V_{K_j}^{(j,K_j)} \) \( (K_j = 1, \ldots, L_j) \). The “local” entropy for the \( K_j \)th partitioning is denoted as \( LE_{K_j}^{ij} \).

**Step 4**: Determine the trade-off between global accuracy and distinguishability of fuzzy sets.

(4.1) Calculate the optimal number of partitioning intervals in terms of maximum “local” entropy:

\[
K_j^* = \arg \max_{1 \leq K_j \leq L_j} \{ LE_{K_j}^{ij} \}. \tag{18}
\]

(4.2) Use step 6 of the FSM algorithm to construct \( K_j^* \) new fuzzy sets \( \hat{A}_{ij}^{(j)} \) \( (l_j = 1, \ldots, K_j^*) \) whose cores are

\[
V_{K_j^*}^{(j,1)}, \ldots, V_{K_j^*}^{(j,K_j^*)}, \tag{18}
\]

(4.3) Use the new merged fuzzy sets \( \hat{A}_{ij}^{(j)} \) to build a TS model, named \( TS_{K^*} \), in which \( \hat{A}_{ij}^{(j)} \) is the premise part of rule \( \hat{R}_l \) and the consequent parameters are obtained by least-square (LS) estimates, where \( K^* = (K_1^*, \ldots, K_n^*) \).

(4.4) Calculate the global error \( E_{K^*} \) for model \( TS_{K^*} \).

(4.5) If \( E_{K^*} > \varepsilon_2 \), set \( K_j^* = K_j^* + 1 \), where \( i_k = \arg \min_j \{ K_j^* \} \), keep other \( K_j^* \) unchanged, and go to (4.2) until

\[
E_{K^*} \leq \varepsilon_2.
\]

The above scheme aims to find a best trade-off between required model accuracy and fuzzy set distinguishability. It is possible that the fuzzy sets with the optimal distinguishability in terms of the maximum “local” entropy cannot meet the required model accuracy. When this happens, further partitioning is performed on the domain where there is the smallest number of fuzzy sets, as indicated in step 4.5, to make the least sacrifice of the fuzzy set distinguishability. Actually, due to \( \varepsilon_1 < \varepsilon_2 \) there always exists a solution in this scheme. At least \( TS_0 \), which is actually \( TS_L \), will satisfy

\[
E_{K^*} \leq \varepsilon_2, \text{ where } L = \prod_j L_j.
\]

It should be noted that in the TS model, in addition to the distinguishability of input space partitioning, there is a further challenging problem, i.e., the TS local models often exhibit eccentric behaviors that are hard to be interpreted, which imposes limits to the model application [28]. A desirable interpretability about the TS local models is that these local models should match the global model well in the corresponding local regions, that is to say, a good interpretable local model can dominate the system behavior in the corresponding local region. A requirement directly related to this interpretability is that MFs should have large core regions and less overlapped among adjacent fuzzy sets [29]. Actually, this requirement for MFs design is in line with the heuristic criterion suggested in [1,12] for fuzzy cluster interpretation. This heuristic criterion states that “good” clusters are actually not very fuzzy [1]. Although fuzzy algorithms are used in data clustering, the aim of the clustering is to generate a “harder” partitioning of the data set [12], by which a better interpretation of input space partitioning can be achieved. In order to obtain MFs with large bounded core and less overlapping, Hoppner and Klawonn [15] proposed a novel clustering algorithm by using the distance to the Voronoi cell of a cluster rather than to the cluster prototype, and furthermore they assigned a “reward” to membership degrees that are near to 0 and 1. However, to improve the TS local model interpretability will generally degrade the global model accuracy performance, so a trade-off between global model accuracy and local model interpretability should be obtained. One of the benefits from the above merging process, which results in a more compact rule base in the TS model, is that it makes the local models tend to dominate the behaviors of the TS model in most local areas.
which would provide good local model interpretability, at the same time, the global system performance is taken into account.

5. Experimental results

In this section, two examples are given to evaluate the proposed method for improving the interpretability of input space partitioning while preserving the global accuracy.

The first example is a benchmark problem of modeling a time series of the intensity of a variable white dwarf star. This dataset is available on http://www-psych.stanford.edu/~andreas/Time-Series/. The data samples, which are noisy, discontinuous and nonlinear in nature, represent the optical oscillations of a physical system. In our experiment 350 samples were used, each with two inputs and one output, i.e., \( v_t = f(v_{t-1}, v_{t-2}) \), where \( v_t \) is the intensity of the star at time \( t \). These samples were divided into a training set with 300 samples and a test set with the remaining 50 samples. The thresholds \( \varepsilon_1 \) and \( \varepsilon_2 \) were set as 0.015 and 0.0315, respectively. An initial TS model, denoted as \( TS_0 \), was produced by the ANFIS method [16]. The global prediction results by \( TS_0 \) on the training data and test data are depicted in Fig. 6, in which the approximation errors are 0.0143 on the training data and 0.0346 on the test data. Although the global approximation accuracy of \( TS_0 \) is very good, the distinguishability of its MFs is poor, as shown in Fig. 7.

![Fig. 6. Prediction results by \( TS_0 \) on training samples (a) and test samples (b): solid line (SL) represents desired output and dotted line (DOL) represents model output.](image-url)
Fig. 7. MFs for variable $v_{t-1}$ (top) and $v_{t-2}$ (bottom) in $TS_0$.

Fig. 8. The “local” entropies of the possible partitions for variables $v_{t-1}$ (top) and $v_{t-2}$ (bottom).

Fig. 9. MFs for $v_{t-1}$ (left) and $v_{t-2}$ (right) with the optimal partition in terms of maximum “local” entropy.

The proposed method was then adopted to improve the interpretability of input space partitioning while trying to preserve the approximation ability of the TS model. The “local” entropies of the possible partitions for each input variable were obtained using the compactness index (5) by taking into account the information of input–output samples.
Fig. 10. MFs $v_{t-1}$ (left) and $v_{t-2}$ (right) used in $TS_{(6,6)}$.

As shown in Fig. 8, the partition with 6 clusters for $v_{t-1}$ and 5 clusters for $v_{t-2}$ is optimal in terms of maximum “local” entropy. Based on this observation, the results of fuzzy set merging are depicted in Fig. 9. However, the corresponding TS model, denoted as $TS_{(6,5)}$, produces an approximation error of 0.0317 on the training data, which is higher than the preset error threshold $\varepsilon_2$. By using the step 4 in the proposed scheme in Section 6, it has been found that the TS model $TS_{(6,6)}$ built by using 6 merged fuzzy sets for $v_{t-1}$ and 6 merged fuzzy sets for $v_{t-2}$, as shown in Fig. 10, can satisfy the tolerant approximation error threshold. Fig. 11 shows the prediction results by $TS_{(6,6)}$ with prediction errors of 0.0314 on the training data and 0.0496 on the test data, respectively.

Fig. 11. Prediction results by $TS_{(6,6)}$ on training samples (a) and test samples (b): SL represents desired output and DOL represents model output.
In comparison with the proposed scheme, the following commonly used similarity measure \cite{30,7} was also adopted to merge similar fuzzy sets to improve the distinguishability of input space partitioning for $TS_0$:

$$sim(A, B) = \frac{|A \cap B|}{|A| + |B| - |A \cap B|},$$

(19)
where $A$ and $B$ are two fuzzy sets, $|\cdot|$ and $\cap$ represent the cardinality of a set and the intersection, respectively. In the similarity-based merging procedure with Gaussian MFs, the core center and width parameter of a merged fuzzy set are usually calculated as the mean values of the core centers and width parameters of the similar fuzzy sets separately. By
setting the similarity threshold as 0.2 (this was chosen for a fair comparison, i.e., comparable fuzzy set distinguishability and global model accuracy), the similar fuzzy sets for each input variable were merged as shown in Fig. 12, and a TS model, denoted as $TS_{\text{sim}}$, was built up based on these merged fuzzy sets. Fig. 13 illustrates the prediction results by $TS_{\text{sim}}$, which produces approximation errors of 0.021 on the training data and 0.082 on the test data, respectively. It can be seen that although the distinguishability of input space partitioning for $TS_0$ has been improved to some extent by the similarity-based merging method, the proposed scheme has achieved both better distinguishability of input space partitioning and better generalization performance than the similarity-based merging method on this benchmark problem.

Furthermore, an input space partitioning with uniformly distributed fuzzy sets as shown in Fig. 14 was used to build a TS model $TS_{\text{uni}}$, which produced an approximation error of 0.021 on the training data. However, as shown in Fig. 15, $TS_{\text{uni}}$ has poor generalization ability on the test data, although it was also optimized with a least-square procedure to obtain the consequent parameters.

The second experiment is to recover an original signal from data highly contaminated by noise. In this experiment, the noisy signal is generated by

$$v = \tilde{v} + \rho,$$

$$\tilde{v} = 3 \sin(\pi x)/(1 + x^2),$$
where $\tilde{v}$ is the original signal, $\rho$ is a Gaussian noise with zero mean and variance 0.1. Three hundred and fifty samples $\{(x^{(i)}, d^{(i)})\}_{i=1}^{N} (N = 350)$ were generated with random $x^{(i)} \in [-4.5, -1]$ and $d^{(i)}$ obtained by (20). The uniformly distributed fuzzy sets as shown in Fig. 16 were firstly used to build a TS model $TS_0$ with $\varepsilon_1 = 0.3$. The signal recovering results by $TS_0$ and its local models are depicted in Fig. 17, from which we can see that the local model interpretability is very poor.

The proposed fuzzy set merging scheme was then used to improve the distinguishability of partitioning of input space and thus the interpretability of local models. The error threshold $\varepsilon_2$ was set as 0.31. The “local” entropies of the possible partitions, as shown in Fig. 18, were obtained in terms of the compactness index (5) by taking into account the information of input–output samples. The partition with 5 clusters is optimal in terms of maximum “local” entropy. The merged fuzzy sets are illustrated in Fig. 19. However, the TS model $TS_5$, constructed using these 5 merged fuzzy sets, cannot satisfy the tolerant approximation error threshold. By inserting an extra fuzzy set using the step 4 in the proposed scheme, a TS model with 6 merged fuzzy sets, $TS_6$, achieves an approximation error of 0.3094. These 6 merged fuzzy sets are shown in Fig. 20, and the signal recovering result by $TS_6$ and its local models are illustrated in Fig. 21. It can be seen from Figs. 20 and 21 that not only the distinguishability of input space partitioning in $TS_6$ is much better than in $TS_0$, but also its local models exhibit much better interpretability than in $TS_0$. It is interesting to notice that there is overfitting problem in $TS_0$ due to the high level of noise in the training data and too many local models (thus too many free parameters). By merging the fuzzy sets in $TS_0$, the overfitting problem is combated to some extent and the obtained model $TS_6$ behaves smoothly, which is a desired property in noise cancellation.

It is also interesting to notice that in the second experiment after merging the initial fuzzy sets based on the proposed scheme only one local model tends to dominate the behavior of the TS model in most local areas, which leads to good local model interpretability. However, one point which may be raised regarding the proposed scheme is with regard to
Fig. 20. MFs for $T_{S(6)}$.

Fig. 21. Signal recovering by $T_{S(6)}$ (a) and its local models (b): in (a) SL represents the original signal $\tilde{v}$ and DL represents the recovered signal; in (b) DOL represents the recovered signal and DSLs represent the outputs of local models.

the choice of parameters $\varepsilon_1$ and $\varepsilon_2$. Clearly this will be data specific. $\varepsilon_1$ controls the global model accuracy, which has been adopted in most accuracy-oriented data-driven fuzzy modeling methods. $\varepsilon_2$ controls the trade-off between global model accuracy and the distinguishability of input space partitioning (thus local model interpretability). With specific data, the trial-and-error procedure is appropriate in determining how much the global model accuracy can be degraded in order to get an interpretable fuzzy model with distinguishable fuzzy sets.
6. Conclusion

In this paper, an entropy measure is introduced to characterize the distinguishability of fuzzy sets, based on which an effective FSM algorithm is proposed to choose the optimal number of merged fuzzy sets with good distinguishability by maximizing the entropy. Different from the existing merging algorithm, the proposed FSM algorithm takes into account the information provided by input–output sample pairs to improve the distinguishability of input space partitioning. Furthermore, a scheme to seek a good trade-off between global model accuracy and distinguishability of input space partitioning in constructing TS fuzzy models has been proposed. Experimental results have shown the effectiveness of the proposed method in constructing accurate and parsimonious TS fuzzy models. Further improvement can be made by combining the proposed entropy measure and global performance measure in a learning process to optimally update the model parameters.
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