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Abstract. It is not an easy task to know a priori the most appropriate fuzzy sets that cover the domains of quantitative
attributes for fuzzy association rules mining. In general, it is unrealistic that experts can always provide such sets. And finding
the most appropriate fuzzy sets becomes a more complex problem when items are not considered to have equal importance
and the support and confidence parameters required for the association rules mining process are specified as linguistic
terms. Existing clustering based automated methods are not satisfactory because they do not consider the optimization of the
discovered membership functions. In order to tackle this problem, we propose Genetic Algorithms (GAs) based clustering
method, which dynamically adjusts the fuzzy sets to provide maximum profit based on user specified linguistic minimum
support and confidence terms. This is achieved by tuning the base values of the membership functions for each quantitative
attribute with respect to two different evaluation functions maximizing the number of large itemsets and the average of the
confidence intervals of the generated rules. To the best of our knowledge, this is the first effort in this direction. Experiments
conducted on 100 K transactions from the adult database of United States census in year 2000 demonstrate that the proposed
clustering method exhibits good performance in terms of the number of produced large itemsets and interesting association

rules.
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1. Introduction

Data mining is the process of extracting previously unknown
and potentially useful hidden predictive information from
large amounts of data. Discovering association rules is one
of the several data mining techniques described in the lit-
erature. Associations allow capturing almost all possible
rules that explain the presence of some attributes accord-
ing to the presence of other attributes in the same trans-
action. For instance, an association rule in a supermarket
basket data may be stated as, “in 20% of the transactions,
75% of the people buying butter also buy eggs in the same
transaction”; 20% and 75%, respectively, represent rule’s
support and confidence, which are the major factors in
measuring the significance of an association rule. Simply,
support is the percentage of transactions that contain both
butter and eggs, while confidence is the ratio of the sup-
port of butter and eggs together to the support of butter.
So, the problem can be stated as: find all association rules

that satisfy user-specified minimum support and confidence
values.

Research in the field concentrated mainly on boolean
and quantitative association rules. Also, some researchers
investigated weighted mining based on the fact that the
degree of interest in items of a database may differ from
one user to another; even the same user may not show the
same degree of interest in all items. For instance, facing
the adult information selected from the census of United
States in 2000, a pretty girl might be more interested in
the attribute “occupation” than other attributes in select-
ing a boyfriend. On the other hand, “age” is expected to
be one of the most important attributes for an insurance
consultant. To satisfy such cases, Cai et al. [4] proposed
weighted mining to reflect different importance in different
attributes; a user specified numerical weight is assigned to
each attribute. Weighted support and weighted confidence
were then defined to determine interesting association rules.
Later on, Yue et al. [28] extended these concepts to fuzzy
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item vectors. In these studies minimum support and min-
imum confidence are specified as numerical values. How-
ever, linguistic minimum support and minimum confidence
values are more natural and understandable for humans [15];
it is essential to incorporate people intuition in the pro-
cess because data mining is mainly intended for decision
making.

Although current quantitative association rules mining al-
gorithms solved some of the problems introduced by quanti-
tative attributes, they introduced some other problems. The
major problem is caused by the sharp boundary between in-
tervals. Using sharp boundary intervals is also not intuitive
with respect to human perception. The problem can be han-
dled smoothly by introducing fuzziness into the model as in
the approach described in this paper.

Unlike classical set theory where membership is binary,
the fuzzy set theory introduced by Zadeh [29] provides ex-
cellent means to model the “fuzzy” boundaries of linguistic
terms by introducing gradual membership. Some example
linguistic terms include “important”, “young”, “rich”, “ex-
cellent”, etc. Based on this and instead of using sharp bound-
ary intervals, some work have recently been done on the use
of fuzzy sets in discovering association rules for quantita-
tive attributes. However, in existing approaches fuzzy sets
are either supplied by an expert or determined by apply-
ing an existing known clustering algorithm. The former is
not realistic, in general, because it is extremely hard for an
expert to specify fuzzy sets in a dynamic environment. On
the other hand, approaches that applied classical cluster-
ing algorithms to decide on fuzzy sets have not produced
satisfactory results. In particular, they have not considered
the optimization of membership functions. The number of
fuzzy sets is given as a constant beforehand and membership
functions are tuned in terms of this fixed value.

Having all of this in mind, this paper contributes to the
ongoing research on data mining by combining advantages
of several concepts, including fuzziness, association rules,
weighted mining and specifying both minimum support and
minimum confidence as linguistic terms. We also propose a
clustering method that employs GA to optimize membership
functions used in determining fuzzy quantitative association
rules. The base values of membership functions for each
quantitative attribute are tuned by GA in order to maximize
the number of large itemsets in a certain continuous interval
of minimum support values, or the average of confidence
intervals of the rules exceeding the threshold interval of
minimum confidence. To achieve this, we defined two fitness
functions. Advantages and the effectiveness of the proposed
method are demonstrated by testing it on 100 K transactions
taken from the adult database of United States census in year
2000.

GAs demonstrated high success in solving some of the
major research problems in computer science. They are gen-
eral purpose search algorithms that use principles inspired
by natural genetic populations to generate solutions to com-
plicated search problems [13]. In other words, GAs are the-

oretically and empirically proven to provide robust search
capabilities in complex spaces, offering a valid approach
to problems requiring efficient and effective searching. The
basic idea is to maintain a population of individuals called
chromosomes,' which represent candidate solutions to the
concrete problem that evolves over time through a process
of competition and controlled variation. Each chromosome
in the population has an associated firness, which is utilized
in determining chromosomes to be used in constructing new
chromosomes in the competition process, called selection.
The new chromosomes are created using genetic operators
such as crossover and mutation.

The rest of this paper is organized as follows. Section 2
includes an overview of the related work. Fuzzy weighted
association rules, fuzzy item importance, fuzzy minimum
support and fuzzy minimum confidence are all defined in
Section 3. Our approach of utilizing GA to optimize mem-
bership functions is described in Section 4. Experimental
results are presented in Section 5. Section 6 is the conclu-
sions.

2. Related Work

Fuzzy association rules are in general easily understandable
to humans because of the linguistic terms associated with
fuzzy sets. In addition to fuzziness, researchers proposed
different approaches to overcome the interval sharp bound-
ary problem faced when quantitative attributes are consid-
ered. However, we have not encountered in the literature
any approach that employs GAs as presented in this paper.
So, the rest of this section is dedicated to cover the exist-
ing approaches to deal with clustering and sharp boundary
problems. We also present some of the basic ideas, which
we benefited from in this study, including linguistic terms
and fuzziness.

Srikant and Agrawal [25] used equi-depth partitioning
to mine quantitative rules. They separate intervals by their
relative ordering and quantities equally. Miller and Yang ap-
plied Birch clustering [22] to identify intervals and proposed
a distance-based association rule to improve the semantics
of intervals. Lent et al. [21] presented a geometric-based
algorithm to perform clustering for numerical attributes. Fi-
nally, Guha et al. [9] proposed an efficient clustering al-
gorithm called CURE. Their experiments confirm that the
quality of clusters produced by CURE is much better than
those reported by earlier algorithms. Further, they demon-
strated that CURE not only outperforms existing algorithms,
but also scales well for large databases without sacrificing
clustering quality.

Another trend to deal with the problem is based on
fuzzy theory. In contrast to quantitative clustering, fuzzy
linguistic-based approaches focus on qualitative filtering.
For instance, Yager [27] introduced fuzzy linguistic sum-
maries on different attributes. Hirota and Pedrycz [12, 24]
proposed a context sensitive fuzzy clustering method based
on fuzzy C-means to construct rule-based models. However,
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the context-sensitive fuzzy C-means method cannot deal
with the data consisting of both numerical and categori-
cal attributes. To solve the qualitative knowledge discovery
problem, Au and Chan [5] applied fuzzy linguistic terms
to relational databases with numerical and categorical at-
tributes. Later, they proposed the F-APACS method [3] to
discover fuzzy association rules. They utilized adjacent dif-
ference analysis and fuzziness in finding the minimum sup-
port and confidence values instead of having them supplied
by a user. They determine both positive and negative asso-
ciations.

Fu et al. [7] proposed an automated method to find fuzzy
sets for the mining of fuzzy association rules; their method
is based on CLARANS clustering algorithm [23]. We devel-
oped a more efficient approach based on CURE clustering
algorithm [19]. Hong et al. [14] proposed an algorithm that
integrates fuzzy set concepts and Apriori mining algorithm
to find interesting fuzzy association rules from given trans-
action data. They also proposed definitions for the support
and confidence of fuzzy membership grade and designed a
data mining approach based on fuzzy sets to find associa-
tion rules with linguistic terms of human knowledge [15].
Ishibuchi et al. [16] illustrated fuzzy versions of confidence
and support that can be used to evaluate each association
rule. The approach developed by Zhang [30] extends the
equi-depth partitioning with fuzzy terms. However, it as-
sumes fuzzy terms as predefined. Finally, Wang and Bridges
[26] used GAs to tune membership functions of the fuzzy
sets used in mining fuzzy association rules for intrusion de-
tection system. Their goal is just to increase the similarity
of rules mined from data without intrusions and the refer-
ence rule set while decreasing the similarity of rules mined
from intrusion data and the reference rule set. In this paper,
we employ GA to adjust the membership functions for min-
ing fuzzy weighted association rules too. But our evaluation
criteria are completely different than the previous ones as
detailed in the sequel.

Many other researchers have explored the use of GAs to
tune fuzzy logic controllers. Early work in this area was
due to Karr [17, 18] who uses GAs to modify the mem-
bership functions of the variables used by the fuzzy logic
controller. The tuning method employs GAs to adjust mem-
bership functions of the fuzzy rules dealing with their pa-
rameters according to a fitness function. Other methods are
presented in [2, 6, 10].

3. Weighted Fuzzy Association Rules

In this section, we present an overview of weighted fuzzy
association rules. First, we introduce the degree of member-
ship in fuzzy sets. Second, we define fuzzy association rules.
Finally, we define weighted fuzzy support and confidence
values.

Let T = {t,t,...,t,} be a database of transactions;
each transaction t; represents the jth tuple in 7. We use

= {i1,i2, ..., 1} to represent all attributes (items) that
appear in T'; each attribute iy may have a binary, categorical
or quantitative underlying domain, denoted D;,. Besides,
each quantitative attribute #; is associated with at least two
fuzzy sets with a membership function per fuzzy set such
that each value of attribute i; qualifies to be in one or more
of the fuzzy sets specified for i;. The degree of membership
of each value of attribute i; in any of the fuzzy sets specified
for iy is directly based on the evaluation of the membership
function of the particular fuzzy set with the value of i; as
1nput.

Definition 3.1 (Membership Function). Let F;, =
{ fl:, flf, e f,’k } be a set of [ fuzzy sets associated with

item ix. Each fuzzy set f; /hasa corresponding membership
function, denoted p £l (v,k) which is a mapping from the do-

main of i 1k into the interval [0,1], where v;, € D;,. Formally,
Wi D;, — [0, 1], where
I

1 v;, totally belongs
to fuzzy set f;

0 v;,is not a member

i) = of fuzzy set f;

otherwise wvj, partially belongs
to fuzzy set l{

According to Definition 3.1, the obtained value w f’ (v, ) falls
in the interval [0, 1], with the lower bound 0 strlctly indicates

“not a member”, and the upper bound 1 indicates “total
membership.” All other values between 0 and 1, exclusive,
specify “partial membership” degree.

Given a database of transactions, its set of attributes, and
the fuzzy sets associated with the quantitative attributes, in-
teresting fuzzy association rules are potentially useful reg-
ularities. We use the following form for fuzzy association
rules [17].

Definition 3.2 (Fuzzy Association Rule).
ation rule is expressed as:

A fuzzy associ-

If X=
then Y = {yi, y»,...

Xplis A =

{fi, fas oo os S}
= {g17g2?""g(1}’

{x1,x2,...,

,Yq}is B

where X and Y are disjoint sets of attributes called itemsets,
ie, XUY CTand X NY = ¢; A and B contain the fuzzy
sets associated with corresponding attributes in X and Y,
respectively, i.e., f; is the set of fuzzy sets related to attribute
x; and g; is the set of fuzzy sets related to attribute y;; 1 <
i < pand1 < j < q. Finally, for a rule to be interesting, it
should have enough support and high confidence value, i.e.,
larger than user specified thresholds.

As weighted mining is concerned, items are assigned
weights to reflect their importance and weighted support and
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confidence values are employed in deciding on interesting
association rules. In general, most data mining algorithms
set weights of items as numerical values, with the weight of
an item varies between 0 and 1 based on users’ experience or
intuition. Here, “0” means that the corresponding attribute
should be neglected, and “1” indicates that the correspond-
ing attribute is one of the most important attributes for the
user.

So, let (X, A) denote an itemset-fuzzy set pair, where X
is a set of attributes and A is the set of corresponding fuzzy
sets. A weight 0 < w4 < 1 is assigned to each instance
(x, @) of (X, A), to show its importance.

By assigning weights to attributes, we employ weighted
fuzzy support and weighted fuzzy confidence in the process
of deciding on large weighted (itemset, fuzzy-set) pairs and
interesting association rules, respectively.

Definition 3.3 (Weighted Fuzzy Support). Given an
itemset-fuzzy set pair (X, A), its weighted fuzzy support
is defined as:

WSix,auw = l_[ w(xj, a;) | - Six,a
x;€X
a;€A
~ 2ier [exajen WO, @) - o (8 - x))

IT|

Based on Definition 3.3, an itemset-fuzzy set pair (X, A)
is called large if its weighted fuzzy support is greater than
or equal to the specified minimum support threshold, i.e.,
WSix,4,w) = minsup.

Definition 3.4 (Weighted Fuzzy Confidence). Given the
rule “If X is A then Y is B”, its weighted fuzzy confidence is
defined as:

WSiz,cow

WCx,a,w),v,B,w) = W,
SA, W

where Z=XUY,C=AUB.

Explicitly, each large itemset, denoted L, is used in deriv-
ing all association rules (L—S) = S, foreach S C L. Strong
association rules are discovered by choosing from among all
the generated possible association rules only those with con-
fidence over a pre-specified minimum confidence. However,
not all strong rules are interesting enough to be reported to
the user. Whether a rule is interesting or not can be judged
either subjectively or objectively. Ultimately, only users can
judge if a given rule is interesting or not, and this judg-
ment, being subjective, may differ from one user to another.
However, objective interestingness criterion, based on the
statistics behind the analyzed data, can be used as one step
towards the goal of weeding out uninteresting rules from
presentation to the user.

To illustrate this, consider a rule X = Y with 50% sup-
port and 66.7% confidence. Further, assume that the support
of Yis 70%. For such case, it can be said thattherule X = Y
is a strong association rule based on the support-confidence
framework. However, this rule is incomplete and mislead-
ing since the overall support of X is 75%, even greater than
66.7%. In other words, this analysis leads to the following
interpretation: a customer who buys X is less likely to buy
Y than a customer about whom we have no information.
The truth here is that there is a negative dependency be-
tween buying X and buying Y. This negative dependency
leads to not considering X = Y as strong rule. As a re-
sult, there should be some filtering criteria to eliminate such
rules from consideration as interesting rules. Explicitly, to
help filtering out such misleading strong association rules,
the interestingness of a rule X = Y, denoted /(X = Y),
isdefined as: (X = Y) = ng&f}), to give a more precise
rule characterization.

A rule is filtered out if its interestingness is less than 1,
since the nominator is the actual likelihood of both X and Y
being present together and the denominator is the likelihood
of having the two attributes being independent. As the above
example is concerned, we can calculate the interestingness
of X = Yas: (X = Y) = 5=02= = 095 < 1, which
means that this rule is not interesting enough to be reported
to the user. This process will help in returning only rules
having positive interestingness, and hence the size of the
reported result is reduced to include more precise rules.

3.1. Fuzzy Representation of Item Importance, Minimum
Support and Minimum Confidence

The importance of an item is not only a vital measure of
interestingness, but also a way to permit users to control the
mining results by taking specific actions. So, it is more nat-
ural and intuitive for humans to deal with linguistic terms
than discrete values. In other words, it is more flexible and
more understandable for human beings to handle the mea-
sures showing the importance of an item as linguistic terms.
Motivated by this, we represent weights of items using fuzzy
sets.

Shown in Fig. 1 are membership functions of the fuzzy
sets used to represent the weight of a given item. According
to Fig. 1, membership functions have uniform structure and
the weight of an item can take 5 different linguistic terms.

Concerning minimum support and minimum confidence,
we also used linguistic terms to express each of them, and
based on the same justification raised above about utilizing
linguistic terms for the importance of items. This way, in-
stead of a sharp boundary, we achieve a boundary with con-
tinuous interval of minimum support as well as minimum
confidence. Shown in Fig. 2 are the membership functions
used for minimum support; note that membership functions
of the minimum confidence have the same trend shown in
Fig. 2.
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W(min. sup.)
A

Very  Unimportant Ordinary Important Very
Unimpdytant Imprtant

o Weight of
> -
an item

0 0.25 0.5 0.75 1

Figure 1. The membership functions representing the weights of an item.

u(min. sup.)
A
VerylLow  Low Middle High  Very High
o Minimum
0 0.25 05 0.75 1 Support
Figure 2. The membership functions representing minimum
support.

4. Employing Genetic Algorithms to Optimize
Membership Functions

GAs are iterative procedures that work on a pop-
ulation of individuals. Each individual is represented
by a finite string of symbols, known as the genome.
It is an encoding of a possible solution in a given
problem space. This space, referred to as the search
space, comprises all possible solutions to the problem in
hand.

The standard GA proceeds as follows. It starts with an
initial population of randomly or heuristically generated in-
dividuals, and advances toward better individuals by ap-
plying genetic operators modeled on the genetic processes
occurring in nature. The population undergoes evolution in
a form of natural selection. During successive iterations,
called generations, individuals in the population are rated
for their adaptation as solutions on the basis of these fitness
evaluations. As a result, a new population of individuals is
formed using a selection mechanism and specific genetic

(i)

small

operators such as crossover and mutation. To form a new
population, individuals are selected according to their fit-
ness. Consequently, an evaluation or fitness function must
be devised for each problem to be solved. Given a particular
individual, a possible solution, the fitness function accepts
a decoded chromosome as input and produces an objective
value as a measure of the performance of such input chro-
mosome.

The rest of this section is organized as follows. The en-
coding of chromosomes is presented in Section 4.1. The
fitness function is described in Section 4.2. The selection
process is discussed in Section 4.3.

4.1. Chromosome Encoding

Our target in using GAs is to cluster the values of quantita-
tive attributes into fuzzy sets with respect to a given fitness
evaluation criteria. For this purpose, each individual repre-
sents the base values of membership functions of a quanti-
tative attribute in the database. In our experiments, we used
membership functions in triangular shape. To illustrate the
encoding process, consider a quantitative attribute i; and as-
sume it has 3 corresponding fuzzy sets and hence there are
3 membership functions, one per fuzzy set.

Membership functions for attribute i; and their base vari-
ables are shown in Fig. 3. Each base variable takes finite
values. For instance, the search space of base value bl.lk lies
between the minimum and maximum values of attribute iy,
denoted and max(D;, ), respectively. The search intervals of
all the base values and intersection point R;, of attribute i
are enumerated next to Fig. 3.

So, based on the assumption of having 3 fuzzy sets per
attribute, as it is the case with attribute i;, a chromosome
consisting of the base lengths and the intersection points is
represented in the following form:

b! b} R;,b; b} b} b? R, b} b’

[T T R TR T PR /) i 270y

122 34
- b, b;, Ri, b b .

We use real-valued coding, where chromosomes are rep-
resented as floating point numbers and their genes are the
real parameters. These chromosomes form the input to the
fitness function described in the next section.

b, :[min(D, ), max(D, )]
: :[min(D,L ),max(Dl.‘ )]
f :[min(D, ), R, ]
> :[R, .max(D,)]

iy

min(D,‘)

Figure 3. Membership functions and base variables of attribute .

> b} :[min(D, ), max(D, )]

> iy

» hi: max(D,‘)
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W(min. sup.)
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Figure 4. Membership functions of the minimum support used for the
fitness function.

4.2. Fitness Evaluation

The fitness function measures the goodness of an individual
in a given population. It is one of the key issues to a success-
ful GA, simply because the main task in a GA is to optimize
a fitness function. Consequently, the fitness function should
be carefully set by considering all factors that play important
role in optimizing the problem under investigation. Every
new population generated in the process is evaluated with
respect to the fitness function. The evaluation process is a
main source to provide the mechanism for evaluating the
status of each chromosome; it is an important link between
the GA and the system.

The aim of the GA employed in this study is to maximize
the number of large itemsets in a given continuous interval of
minimum support values, or maximize the average of con-
fidence intervals of the rules as second method. We created
a continuous domain within a certain interval of minimum
support and minimum confidence because we used linguistic
minimum support and minimum confidence values. Figure 4
shows membership functions of the minimum support vari-
able used in computing the fitness function. This variable has
5 uniform membership functions and its definitive interval
is bounded with [0.05, 0.15].

With linguistic minimum support, the process of find-
ing the set of large itemsets proceeds as illustrated next.
Assume the linguistic minimum support value is given as
“Low.” First, this value is transformed into a fuzzy set of
minimum support, namely (0.05, 0.075, 0.1) as shown in
Fig. 4. Second, the fuzzy weighted set of the given min-
imum support is computed. Finally, the weighted support
of each item or itemset is compared to the fuzzy weighted
minimum support by fuzzy ranking. If the weighted support
is equal to or greater than the weighted minimum support,
then the corresponding itemset is considered large.

The process of mining fuzzy weighted association rules
starts by employing GA for tuning membership functions
in each generation. However, while adjusting membership
functions of attribute i; by the GA, each value of i inter-
sects with one or more of the membership functions de-
voted to i;. Therefore, membership functions do not gen-
erally have a uniform structure. Based on this, attribute
i undergoes a normalization process, which is mainly a
transformation that leads to a total contribution of 1.0 for

attribute i;. The normalization process is performed as
follows:

/ i Mi f.j,t i
Milk(fiivtv'lk) =— ”f( iy 1;) k) |
Zpk:l I"Lik(‘fik,tv .lk)

where [;, represents the number of fuzzy sets related to at-
tribute ix; and ;, ( flk’ , t, - iy) represents the membership
degree in the j-th fuzzy set for the value of attribute i; in
transaction t,,.

4.3. Selection Process

During each generation, individuals that satisfy the selection
criteria do survive while others with lower fitness values
are destroyed. In other words, individuals who are strong
according to parent selection policy are candidates to form
a new population. Parent selection mimics the survival of
the best individuals in the given population.

Many selection procedures are currently in use. However,
Holland’s original fitness-proportionate selection is one of
the simplest selection procedures [11]. So, we decided to
utilize this selection policy in our experiments.

Let fitness(x,t) and Avgfitness(t), respectively, denote the
fitness of individual x and the average fitness of the pop-
ulation during evolution phase ¢. Then, the usage value of
individual x as a parent is: tsr(x, t) = f%

After selecting chromosomes with respect to the eval-
uation function, genetic operators such as, crossover and
mutation, are applied to these individuals.

Crossover refers to information exchange between indi-
viduals in a population in order to produce new individu-
als. The idea behind the crossover operation utilized in our
study is as follows. It takes as input 2 individuals, selects a
random point, and exchanges the subindividuals behind the
selected point. Since the length of the chromosomes is long,
the multi-point crossover strategy has been used with the
crossover points determined randomly; in particular three-
point cross-over has been adapted in this study.

On the other hand, mutation means a random change in
the information of an individual. It is very important for pop-
ulations. It is an operation that defines a local or global vari-
ation in an individual. Mutation is traditionally performed
in order to increase the diversity of the genetic informa-
tion. Otherwise, after several generations, the diversity of
the chromosomes decreases and some chunks of the chro-
mosomes may end up being the same for all population
members and the information they contain may not evolve
further. A probability test determines whether a mutation
will be carried out or not. The probability of mutation de-
pends on the condition: average fitness of new generation <
average fitness of old generation.

Since the initial population can be a subset of all possible
solutions, an important bit of each chromosome may be
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inverted, i.e., O appears as 1 or vice versa. Crossover may
not solve this and mutation is inevitable for the solution.

Finally, the whole GA process employed in this study
can be summarized as follows. After generating each indi-
vidual in the initial population, the executed GA includes
the following steps.

Algorithm 4.1 (Generating Association Rules)

1. Using the given membership functions about item im-
portance, transform each linguistic term, which reflects
the importance of item ix, 1 < k < m, into a fuzzy set
of weights wy.

2. Specify population size N and generate initial
chromosomes.

3. According to the current chromosome, transform the
quantitative value ¢; - iy of each item iy in each transac-
tiont;, 1 < j < n,into a fuzzy set f;,.

4. Calculate the fuzzy weighted support of each item-
fuzzy set pair (i, f;,).

5. Compute the weighted fuzzy set of the given minimum
support value as:

WMinS = S - (the weight of fue)

6. Find the large itemsets based on the weighted fuzzy set
of the given minimum support value

7. Evaluate each chromosome with respect to the already
specified fitness function

8. Perform selection, crossover and mutation

9. If not (end-test) go to Step (3), otherwise return the best
chromosome

10. Generate all possible association rules from each iden-
tified large weighted fuzzy itemset.

11. From the rules generated in step 10, identify strong
association rules based on the specified fuzzy weighted
confidence.

12. From the rules identified in step 11, decide on interest-
ing association rules by calculating the interestingness
value for each strong rule.

Algorithm 4.1 employs GA to return interesting associa-
tion rules. The termination condition in Step 9 of Algorithm
4.1 becomes valid when either stability is achieved in the
generated population or the maximum number of 300 gener-
ations is reached. The process considers fuzzy importance
of items and involves fuzzy weighted support and fuzzy
weighted confidence. This algorithm has been implemented
and tested on a real dataset; the results are presented next in
Section 5.

5. Experimental Results

We used real-life dataset and conducted some experiments
to assess the effectiveness of the GA-based fuzzy weighted

mining approach presented in this paper. All of the exper-
iments were performed using a Pentium III, 1.4 GHz CPU
with 512 MB of memory and running Windows 2000. As ex-
perimental data, we used 100K transactions dataset taken
from the adult data of United States census in 2000. In the ex-
periments, we have used 6 quantitative attributes, each with
three corresponding fuzzy sets. Finally, we have used three
linguistic intervals for which random linguistic weights have
been generated, namely (Important, Very-Important), (Or-
dinary, Important) and (Unimportant, Ordinary), denoted
I-VI, O-I and UI-O, respectively. The membership func-
tions of these linguistic weights have already been shown in
Fig. 1.

In all the experiments in this study, the GA process starts
with a population 60 individuals for both approaches. As
mentioned earlier, we have used real-valued coding. Chro-
mosome length is considerably large, fixed at 30 because we
use 6 attributes in the experiment and three fuzzy sets are as-
sumed per attribute. Consequently, we adapted multi-point
crossover strategy with the crossover points determined ran-
domly. We namely use arithmetic crossover method in the
experiments [11]. Further, crossover and mutation proba-
bilities are taken as 0.9 and 0.01, respectively. As selection
procedure is concerned, we have adapted the elitism policy
in our experiments. The GA was run three times, varying the
random seed used to generate the initial population. The best
individual of the three runs, according to its fitness value,
was selected as the best solution.

We conducted two sets of experiments for either
approach. In the first set of experiments, we considered the
fitness function dealing with the maximum number of large
itemsets. The first experiment tested, for the three differ-
ent linguistic weight intervals enumerated above, the cor-
relation between expressing minimum support in linguistic
terms and the number of large itemsets produced. The ob-
tained results are reported in Fig. 5, which shows that the
number of large itemsets decreases as a function of lin-
guistic minimum support. Also, as the importance of items
decreases, the maximum number of large itemsets obtained
by adjusting the membership functions of item quantities
is reduced. In this and the next experiments, we have used
the membership functions of the minimum support shown
in Fig. 4.

In the second experiment, after the maximum number of
large itemsets is found by GA at the linguistic value “mid-
dle”, we test, for the three linguistic weight intervals, the
effect of using linguistic terms to express minimum confi-
dence, as shown in Fig. 6, on the number of generated inter-
esting association rules. The achieved results are reported in
Fig. 7. The obtained results do meet our expectations, i.e.,
more rules are generated for higher weights. However, the
number decreases, for all cases, as the linguistic confidence
threshold increases.

The last experiment of the first set is dedicated to inves-
tigate the performance for the three linguistic intervals. In
particular, we examined how the performance varies with
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Figure 5. Number of large itemsets determined by GAs for different lin-
guistic terms of minimum support.

W(min. conf.)
A

VerylLow Low  Middle  High  Very High

o Minimum
30 35 40 45 50 Confidence (%)

Figure 6. Membership functions of the minimum confidence.
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Figure 7. Number of interesting rules found based on different linguistic
terms of minimum confidence; minimum support fixed as “middle”.

the number of transactions. This is reflected in Fig. 8, which
shows the change in the runtime as we increase the number
of input records from 10K to 100 K, for the three different
cases. One of the cases takes “Low” and “I-VI” for mini-
mum support and weight of items, respectively. In such a
case, the time required to find the maximum number of large
itemsets is larger than the others. If we increase the interval
of minimum support from “Low” to “Middle” as the weights
of items are fixed at “I-VI”, the time required decreases. In
addition to this, if we decrease the weight of items from
“I-VI” to “O-I", we can find the maximum number of large
itemsets in a shorter time. The results plotted in Fig. 8 show
that the method scales quite linearly for the census dataset
used in the experiments.

140
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—t—Middle(0-1)

100

80 4

6 4

Runtime (sec)

40 4

1] 20 40 A0 &0 10¢
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Figure 8. The runtime required for GAs to find three fuzzy sets for the
three linguistic intervals.
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Figure 9. Number of interesting rules found with respect to the second
fitness function.

In the second set of experiments, we changed the fit-
ness function to become the average of the confidence in-
tervals for the generated rules. In this new case, we fixed
minimum support as “middle” again. Then, we extracted
the fuzzy weighted association rules that have confidence
intervals larger than or equal to “very low.” As the final
step, the average values of these strong rules were com-
puted. Our aim is to maximize the average values. In this
regards, Fig. 9 gives the number of generated interesting
fuzzy weighted rules, for the same linguistic weight inter-
vals. As can be seen from Fig. 9, compared to the previous
fitness function, the number of rules decreases at all the inter-
vals except the minimum confidence “very high.” Moreover,
the difference between both experiments at the interval of
“very low” or even “low” is considerably large. This means
that the user misses some rules that may be interesting at
those intervals, although the number of stronger rules in-
creased at very high rate, where the number of growth is at
most 4.

The last experiment is dedicated to investigate the run-
time needed for each case under the second fitness function.
The results are reported as shown in Fig. 10. The same in-
terpretation stated for Fig. 8 is valid for Fig. 10.

Finally, two of the rules found as a result of our experi-
ments can be enumerated as:

e If income is high AND education level is high THEN
age is middle.
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Figure 10. The runtime required for GAs to find three fuzzy sets at the
second fitness function.

e If number of persons in family is middle AND educa-
tional level of head of the family is high THEN income
is high.

6. Conclusions

In this paper, we proposed a clustering approach to solve
the problem of interval partitioning. For this purpose, we
proposed a GA-based approach. The approach uses two dif-
ferent fitness functions. As one of them deals with the maxi-
mum number of large itemsets based on linguistic minimum
support, the other employs the average of the confidence in-
tervals of the rules. The main achievement of the proposed
approach is employing GA to dynamically adjust and op-
timize membership functions, which are essential in find-
ing interesting weighted association rules from quantitative
transactions, based on support and confidence specified as
linguistic terms. Compared to previous mining approaches,
the proposed one directly, manages linguistic parameters,
which are more natural and understandable to humans. Re-
sults of the experiments conducted on a real life census
dataset demonstrate that the method that employs the first
fitness function outperforms the one with the average confi-
dence interval in terms of the required runtime and even the
number of interesting rules.

Note

1. In the rest of the paper, individuals and chromosomes are interchange-
ably used.
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