A First Study on Bagging Fuzzy Rule-based Classification Systems with Multicriteria Genetic Selection of the Component Classifiers

Oscar Cordón, Arnaud Quirin and Luciano Sánchez

Abstract—Fuzzy rule-based classification systems (FRBCSs) are able to design interpretable classifiers but suffer from the curse of dimensionality when dealing with complex problems with a large number of features. In this contribution we explore the use of popular approaches for designing ensembles of classifiers in the machine learning field, bagging and random subspace, to design FRBCS multiclassifiers from a basic, heuristic fuzzy classification rule generation method, aiming to both improve their accuracy and to make them able to deal with high dimensional classification problems. Besides, a multicriteria genetic algorithm is proposed to select the component classifiers in the ensemble guided by the cumulative likelihood in order to look for an appropriate accuracy-complexity trade-off.

I. INTRODUCTION

It is well known that fuzzy rule-based classification systems (FRBCSs) have the key advantage of their comprehensibility for human beings but suffer from the curse of dimensionality [1]. Apart from fuzzy rule selection/reduction methods, the most common solution is to consider a feature selection mechanism [2], either before the fuzzy system derivation or embedded in its design method.

In particular, there are different approaches based on the use of evolutionary algorithms (EAs) to put that into effect [3]. The flexibility provided by EAs to encode different structures to be learnt has made genetic fuzzy systems (GFSs) become one of the most successful approaches to hybridize fuzzy systems with learning and adaptation methods in the last fifteen years [4], being somehow able to deal with the resulting fuzzy system design interpretability-accuracy trade-off problem in a proper way [5]. Unfortunately, their role of fuzzy system identification methods make them inherit the same scalability problems and the design of GFSs capable of dealing with high dimensional problems with a large number of features and/or examples is still an open issue (and consequently a hot topic) [6].

On the other hand, in the last two decades there is an increasing interest on generating ensembles of classifiers in the machine learning community with the aim of improving the accuracy of a single classifier when solving a problem [7]. Boosting [8] and bagging [9] are the two most popular generic approaches to do so, as well as there are some other more recent proposals considering other ways to promote disagreement between the component classifiers, with feature selection being an extended strategy [10].

Up to now, boosting of fuzzy classifiers/rules has been already considered in some works (see Sec. II-B). However, the use of bagging is quite reduced and, up to our knowledge, no proposal has been made considering FRBCSs. In our opinion, that could be very interesting since, apart from the accuracy improvement, the use of bagging, and especially its combination with a feature selection process, can carry two interesting, collateral advantages for the design of FRBCSs, making them able to deal with the curse of dimensionality: i) the simplicity of the implicit parallelism of bagging, which allows for an easy parallel implementation; and ii) the problem partitioning due to the feature selection at the component classifier level, resulting in a tractable dimension for learning fuzzy rules for each individual classifier. These two ideas, along with the novelty of the use of the approach for FRBCSs, justify the development of the current study.

In this way, the current contribution aims to compose a first, preliminary approach to bagging FRBCSs with the final goal of allowing them to deal with high dimensional problems in a better way. To do so, we will start by applying three classifier ensemble design approaches (bagging, random subspace, and their combination) to the case of FRBCSs. A basic, quick, heuristic fuzzy classification rule generation method, belonging to Ishibuchi et al.’s family [1], will be considered to design the FRBCSs. Although we actually know the accuracy of the resulting multiclassifiers will be always limited by the use of this very simple and thus inaccurate learning method, we prefer considering it in this first study due to its quickness.

With the aim of both increasing the accuracy and reducing the complexity (thus increasing the interpretability) of the final classifier ensemble as much as possible, a multicriteria genetic algorithm (GA) for component classifier selection guided by the cumulative likelihood and based on the use of the lexicographic order will be proposed.

This paper is set up as follows. In the next section, the background required to understand our contribution is presented by reviewing popular classifier ensemble design approaches and previous works on fuzzy classifier ensembles. Sec. III introduces our approaches for designing FRBCS ensembles, while Sec. IV describes the proposed GA for component classifiers selection. The experiments developed and their analysis are shown in Sec. V. Finally, Sec. VI collects some concluding remarks and future research.
II. BACKGROUND AND RELATED WORK

A. Classifier Ensemble Design Approaches

An ensemble of classifiers (also called a multiclassifier) is the result of the combination of the outputs of a group of individually trained classifiers in order to get a system that is usually more accurate than any of its single components. The best possible situation for an ensemble is that where the individual classifiers are both accurate and fully complementary, in the sense that they make their errors on different parts of the problem space [11], thus they rely for their effectiveness on the “instability” of the base learning algorithm.

According to the existing literature, there is a classical group of approaches to generate an classifier ensembles considering data resampling to obtain different training sets to derive each individual classifier. In bagging [9], the individual classifiers are independently learnt from resampled training sets (“bags”), which are randomly selected with replacement from the original training data set. Boosting methods sequentially generate the individual classifiers by selecting the training set for each of them based on the performance of the previous classifier(s) in the series. Opposed to bagging, the resampling process gives a higher probability of selection to the incorrectly predicted examples by the previous classifiers.

On the other hand, a second group can be found comprised by a more diverse set of approaches which induce the individual classifier diversity using some ways different from resampling [12]. Feature selection plays a key role in many of them where each classifier is derived by considering a different subset of the original features. Random subspace [10], where each feature subset is randomly generated, is one of the most representative methods of this kind.

The interested reader is referred to [11], [13] for two outstanding reviews for the case of decision tree ensembles (both of them) and neural networks (the latter), including exhaustive experimental studies.

B. Previous Work on Fuzzy Classifier Ensembles

An early work of fuzzy classifier ensemble design, mainly focused on voting reasoning schemes, was proposed in [14]. The use of boosting for the design of fuzzy classifier ensembles has been considered in some works [15], [16], [17], [18]. However, only a few contributions for bagging fuzzy classifiers have been proposed considering fuzzy neural networks (together with feature selection) [19], fuzzy adaptive neural networks [15] and fuzzy clustering-based classifiers [20] as component classifier structures. Up to our knowledge, no proposal has been made considering FRBCSs.

Two advanced GFS-based contributions are worthy to be mentioned. On the one hand, an FRBCS ensemble design technique is proposed in [21] based on the use of some niching GA-based feature selection methods to generate the diverse component classifiers, and of another GA for classifier fusion by learning the combination weights. On the other hand, another interval and fuzzy rule-based ensemble design method based on the use of a single- and multiobjective genetic selection is introduced in [22], [23]. In this case, the coding scheme allows an initial set of either interval or fuzzy rules, considering the use of a different features in their antecedents, to be distributed among different component classifiers trying to make them as diverse as possible by means of two accuracy and one entropy measures. Besides, the same authors presented a previous proposal in [24], where a multiobjective EA generated a Pareto set of FRBCSs with different accuracy-complexity tradeoffs to be combined into an ensemble.

III. BAGGING FUZZY RULE-BASED CLASSIFICATION SYSTEMS

A. Individual FRBCS Composition and Design Method

The FRBCSs considered in the ensemble will be based on fuzzy rules $R_j$ with a class $C_j$ and a certainty degree $CF_j$ in the consequent: If $x_1$ is $A_{j1}$ and ... and $x_n$ is $A_{jn}$ then Class $C_j$ with $CF_j$, $j = 1, 2, ..., N$, and they will take their decisions by means of the single-winner method [1].

To derive the fuzzy knowledge bases, one of the heuristic methods proposed by Ishibuchi et al. in [1] is considered: $C_j$ is computed as the class $h$ with maximum confidence according to the rule compatible training examples $D(A_j) = \{x_1, \ldots, x_m\}$:

$$c(A_j \Rightarrow \text{Class } h) = \frac{|D(A_j) \cap D(\text{Class } h)|}{|D(A_j)|} = \frac{\sum_{p \in D(\text{Class } h)} \mu_{A_j}(x_p)}{\sum_{n=1}^{m} \mu_{A_j}(x_n)}; \quad h = 1, 2, ..., M;$$

$CF_j$ is obtained as the difference between the confidence of the consequent class and the sum of the confidences of the remainder (called $CF_{jIV}$ in [1]):

$$CF_j = c(A_j \Rightarrow \text{Class } C_j) - \sum_{h=1; h \neq C_j}^{m} c(A_j \Rightarrow \text{Class } h).$$

This method is good for our aim of designing FRBCS ensembles since it is simple and quick. However, it carries some drawbacks. The first one is its low accuracy, which will affect the final accuracy of the generated ensembles. Besides, it generates an excessive number of rules, which will make impossible to run it on pure bagging approaches without feature selection when the number of problem attributes and the granularity are high. To solve that, one can think on using the extension of the popular Wang and Mendel’s method for classification problems [25], but the resampling applied by bagging would have a very small influence on the fuzzy rule base generated by the method (all the consequent classes would be the same and only the certainty degree would be affected).

B. FRBCS Ensemble Design Approaches Considered

Three different ensemble generation methods, bagging, random subspace, and their combination, are considered to build FRBCS multiclassifiers in the current study.

For the bagging approach, the bags are generated with the same size as the original training set, as commonly done. In
the case of random subspace, all the classifiers will consider the same number of features, and they will be independently, randomly selected for each of them between those available. Finally, the bagging + random selection approach combines the previous two design mechanisms.

In order to keep the interpretability of the generated classifier ensembles as high as possible, two decisions will be made. First, no weights will be considered to combine the outputs of the component classifiers to take the final multiclassifier decision, but a pure voting approach will be applied: the ensemble class prediction will directly be the most voted class in the component classifiers output set. Besides, a multicriteria GA for classifier selection will be applied to design the optimal ensemble from the individual classifiers derived by each of the former three approaches.

IV. A NEW PROPOSAL OF A MULTICRITERIA GENETIC-BASED CLASSIFIER ENSEMBLE SELECTION METHOD

The determination of the optimal size of an ensemble is an important issue for obtaining both the smallest test error and a good accuracy-complexity trade-off. In the current contribution we aim to propose a GA-based classifier selection method to be applied on the generated FRBCS ensemble. Some previous approaches have considered the use of training error measures, such as the ensemble training error [26], or the average of the individual classifier classification errors either on the training set or on their respective bags [23] for this task. However, these kinds of measures do not seem appropriate as they can lead to overfitting the data set, and they should be avoided or complemented with other diversity measures, as in the latter paper.

In this way, we propose to guide our GA by computing the cumulative likelihood of the selected ensemble, computed as described in the next subsections.

A. Likelihood-based Quality Assessment of a Subset of an Ensemble

We will use the likelihood to assess the quality of the selected subsets \( S \subset T = \{1, \ldots, l\} \), as it allows us to discern differences between ensembles with the same training error and, especially, between those with null error. In the latter cases, a training error-based measure may produce numerical instabilities, we use instead a bounded log-likelihood:

\[
L'_S = \sum_k \log(P_S(C^k|x^k) + \epsilon),
\]

where the value \( \epsilon \) foresees that case for which none of the members of the subset has found the true class of the pattern.

B. Cumulative Likelihood

The simplest strategy to find the optimal set \( S^* \) verifying \( S^* = \arg \max_{S \subset T} L'_S \) is a greedy algorithm based on either starting from scratch and adding the best new members till the likelihood of the augmented ensemble is equal or lower (forward selection), or starting with the whole ensemble and iteratively removing members until the likelihood starts to decrease (backward selection). Both greedy algorithms are \( O(l^2) \), but they will not find the global optimum but in particular cases.

We propose to sort the members of the ensemble, so that the most relevant classifiers have the lowest indices and those redundant members that can be safely discarded are in the last places. The degree to which a permutation fulfills this goal is measured by means of the cumulative likelihood of the ensemble, defined as the vector containing the likelihood values of those subsets comprising the first classifier, the set formed by the first and the second, and so on.

C. Genetic Optimization of the Cumulative Likelihood

The main novelty of our proposal is that it deals with component classifier selection as a multicriteria problem in order to be able not only to obtain a single solution, i.e., a classifier ensemble composition, but a list of possible ensemble designs, ranked by their quality (cumulative likelihood), from a single chromosome.

To do so, the GA looks for an optimal ordering of the component classifiers. The coding scheme is thus based on an order-based representation, a permutation \( \Pi = \{j_1, j_2, \ldots, j_l\} \) of the \( l \) originally generated individual classifiers. In this way, each chromosome encodes \( l \) different solutions to the problem, based on considering a “basic” ensemble comprised by a single classifier, that one stored in the first gene; another one composed of two classifiers, those in the first and the second genes, and so on.

The fitness function is thus multicriteria, being composed of an array of \( l \) values, \( L^k = L'_{(j_1, j_2, \ldots, j_l)} \), corresponding to the cumulative likelihood of the \( l \) mentioned ensemble designs. Thanks to all of this, the best chromosome is that member in the population whose maximum cumulative likelihood is the highest. Then, the output of the GA is the ensemble comprising the classifiers from the first one to the one having the maximum cumulative likelihood value (although any other design not having the optimal likelihood but, for example, showing a lower complexity can also be directly extracted).

Instead of using a Pareto-based approach [27], a lexicographical order is considered to deal with the multicriteria optimization, since in our opinion it better matches our
scenario. In this way, when comparing two chromosomes, one is better than the other if it takes a better (higher) maximum value of the cumulative likelihood. In case of tie, the first positions of the fitness arrays are compared. If both first positions are of equal value, the second position is compared, and so on.

In order to increase its convergence rate, the algorithm works following a steady-state approach. The initial population is composed of randomly generated permutations. In each generation, a tournament selection of size 3 is performed, and the two winners are crossed over to obtain a single offspring that directly substitutes the loser. In this first study, we have consideredOX crossover and the usual exchange mutation.

V. EXPERIMENTS AND ANALYSIS OF RESULTS

A. Experimental Setup

To evaluate the performance of the FRBCS ensembles generated, we have selected four popular data sets from the UCI machine learning repository (see Table I). In all of them, every attribute is continuous. As can be seen, the number of features range from a small number (8) to a large one (60). However, the number of examples is somehow low, ranging from 208 to 846, and we have left for future works the study of other data sets with a larger number of examples (higher than 1,000), both with small and large numbers of attributes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>#attr.</th>
<th>#examples</th>
<th>#classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>8</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td>Glass</td>
<td>9</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>846</td>
<td>4</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>208</td>
<td>2</td>
</tr>
</tbody>
</table>

In order to compare the accuracy of the considered classifiers, we used Dietterichs 5×2-fold cross-validation (5×2-cv) [28]. Two different granularities, 3 and 5, are tested for the single FRBCS derivation method, as well as it is run by considering three different feature sets: the whole set and two subsets of size 3 and 5 selected by means of the largely used Battiti’s MIFS filter feature selection method [29], which has been run by considering a discretization of the real-valued attribute domains in ten parts and setting the \( \beta \) parameter to 1.

The FRBCS ensembles generated are initially comprised by 50 classifiers, before applying the genetic selection method. In order to make the learning problem tractable and to obtain compact component classifiers, small values for the granularity and the number of features selected (in the cases where random subspace is considered) has been chosen (3 and 5 in both cases).

The GA for the component classifier selection works with a population of 50 individuals and runs during 50 generations. The mutation probability considered is 0.05.

All the experiments have been run in an Intel dual-core Pentium 2.8 GHz computer with 2 GBytes of memory, under the Linux operating system.

B. Single FRBCS vs. Bagging FRBCS ensembles

The statistics (5×2-cv error, number of rules and run time required for each run, expressed in seconds) for the single FRBCSs are collected in Table II. There are three blocks for each granularity value considered, each of them with three rows corresponding to three feature sizes: the whole initial set, 3 and 5.

<table>
<thead>
<tr>
<th>Data set</th>
<th>#attr.</th>
<th>#examples</th>
<th>#classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>8</td>
<td>768</td>
<td>2</td>
</tr>
<tr>
<td>Glass</td>
<td>9</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>846</td>
<td>4</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>208</td>
<td>2</td>
</tr>
</tbody>
</table>

On the other hand, those results for the FRBCS ensembles generated from the three different approaches considered, bagging, random subspace and their combination, are shown in Table III. No value is shown for Vehicle and Sonar with 5 labels, due to the excessive computation time required.

As can be seen in Table II, the best results are achieved with 5 labels in every problem but in Sonar, where having a larger granularity overfits the data set. Besides, it seems a feature selection is always needed to achieve the best result, although this conclusion can not be fully checked for the case of the two larger problems, Vehicle and Sonar.

Concerning the FRBCS ensembles obtained, the first conclusion we can draw is that bagging is performing properly as it reduces the test error in every case (this confirms our assumption that the classifiers are unstable enough). Nevertheless, this error decrease is obtained at the cost of a huge complexity addition. We were expecting to get a good trade-off between accuracy and complexity through the two ensemble design techniques considering feature selection, random subspace and bagging + random subspace. In fact, when applying these approaches, either a lower number of rules to that of the individual FRBCS with all the variables is usually obtained or the learning problem...
becomes tractable when it was not for the latter. Besides, the run times are significantly reduced. Unfortunately, the two latter techniques show worse performance than pure bagging for every problem when using 3 labels, and also for Glass with 5 labels. Moreover, they do not always overcome their counterpart single classifier in the two smaller problems. It seems that, opposite to the use of random subspace with decision trees, the fuzzy classifier induction technique considered (see Sect. III-A) is not able to derive accurate classifiers when using randomly selected features and that a heuristic selection as that applied by Battiti’s MIFS based on mutual information is required. This will be studied in future works.

In the two feature selection approaches, the ensembles considering 5 features always outperform the ones with 3, as expected. However, bagging + random subspace variants do not always overcome their pure random subspace counterparts.

Finally, notice that overall, the best FRBCS classifier ensembles generated for Glass, Vehicle and Sonar get a lower error than their corresponding best individual fuzzy classifier. For the case of Pima, the best ensemble is outperformed by the best single FRBCS, showing how our ensemble designs are not beneficial for this data set.

C. Genetic Selection for FRBCS ensembles

The values for the different indices related to the finally selected FRBCS ensembles using the proposed GA are collected in Table IV. Apart from the usual test error and run time, the number of component classifiers, the total number of fuzzy rules in the selected ensemble and the mean of the number of rules in each classifier are shown for each case.

For comparison purposes, we have also run the same GA considering the usual ensemble training error as fitness function. The results were always similar or worse (especially for Sonar), and are not shown due to the lack of space.
In view of these results, we should first notice that the selected ensembles outperform the initial ones in all the cases but in three configurations for the Sonar problem (those with the best accuracy; pure bagging with 3 labels, and random subspace for 5 labels, with and without bagging). In those cases, the training errors of the individual classifiers are equal to zero, and it seems the number of generations of the GA was too small in order the cumulative likelihood measure achieves a good solution. On the other hand, it can also be seen how the accuracy-complexity trade-off is pretty good since the number of selected classifiers is usually small (around 10), being always lower than 23, less than the half of the original number of component classifiers.

Finally, comparing the best results overall, the selected ensembles are the best choice for two of the four problems, Glass and Vehicle. While in the former case this requires a huge complexity increase with respect to the best individual classifier in Table II, in the latter, the accuracy improvement also comes with a huge complexity decrease. As said, for the case of Pima, the FRBCS ensembles are not able to improve the single fuzzy classifiers. For Sonar, very good results in terms of both accuracy and complexity are obtained, significantly overcoming those of the single classifiers. Although the test errors of the best original FRBCS ensembles increase after the selection, as already mentioned, another good result is obtained. In summary, it seems that the proposed methodology performs better for the case of true high dimensional problems with a large number of variables, which was our original aim.

VI. CONCLUDING REMARKS AND FUTURE WORKS

We have proposed the use of bagging and random subspace approaches, together with a likelihood-guided multicriteria GA for component classifier selection, to design FRBCS ensembles with a good accuracy-complexity trade-off, able to deal with classification problems with a large number of features. The results obtained in some popular data sets of high dimension have been quite promising.

Many different future works arise from this first, preliminary study. We can mention the use of more advanced feature selection approaches for the component classifiers, the design of more advanced genetic ensemble selection techniques (for example, the use of Pareto-based algorithms), or the use of more powerful FRBCS learning methods.
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