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Abstract

This paper describes the use of data mining methods in e-learning system for
providing feedback to courseware authors. The discovered information is
presented in the form of prediction rules since these are highly comprehensible
and they show important relationships among the presented data. The rules will
be used to improve courseware, specially Adaptive Systems for Web-based
Education (ASWE). We propose to use evolutionary algorithms as rule discovery
methods, concretely Grammar-Based Genetic Programming (GBGP) with multi-
objective optimization techniques. We have developed a specific tool named
EPRules (Education Prediction Rules) to facilitate and simplify the knowledge
discovery process for usage data in web-based education systems.

Keywords: web usage mining, rule discovery, web-based adaptive education,
evolutionary algorithms, grammar-based genetic programming.

1 Introduction

The application of knowledge discovery techniques and data mining in web-
based education systems is a very novel and promising research area (20). The
same idea has been successfully used for a long time in e-commerce systems
(15). But whereas the e-commerce objective is to guide clients in making
purchase decisions, the e-learning objective is to guide students in learning.
Currently there are a lot of tools, both commercial and freeware, to carry out data
mining tasks, and mainly rule discovery. Among all those, DBMiner (21) and
Weka (19) stand out because they are very popular public domain systems and
they have an integrated graphic environment that lets them carry out almost all
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data mining tasks. The main inconvenience is that those tools are very difficult to
use for a non-expert in data mining. (Teachers are typically not experts in data
mining.) In addition they are of a general purpose nature, so they can’t carry out
a specific treatment of domain knowledge. In particular they do not contain
features that are specific to the area of Adaptive Systems for Web-based
Education (ASWEs) (2). To resolve these problems we have developed a specific
tool that has been denominated EPRules (Education Prediction Rules), to
simplify the process of discovering prediction rules (13). In the following, we
describe the process of discovering information, implemented in EPRules. Then
the tool is described and finally the performed tests are presented together with
some instances of the discovered rules and the main conclusions obtained.

2 The Knowledge Discovery Process

The whole process of knowledge discovery with ASWEs can be carried out by
the teacher or author of the course, using the EPRules tool (13). Figure 1
presents the process, beginning with the selection and pre-processing of course
usage data, and proceeding with visualizing the discovered rules by applying
data mining algorithms. Rules selected by the author can then be used to improve
the course.

To Apply

] YES
To Pick up A To Analize To Do
Web Usage I:{> Discover I:{> Discovered I::> I:{> Modification
Data By Knowledge in the Course
Algorithm
NO

T =’

Figure 1: Knowledge discovery process.

The discovery process always begins with the selection of the database where the
pre-processed usage data of the course to be used are stored. (These data are
taken from log files and then stored in a database.) Then the knowledge
discovery algorithms to be applied must be selected as well as their specific
parameters and both the objective and subjective restrictions that we want the
discovered rules to fulfil. After finishing the algorithm execution, the group of
discovered prediction rules is displayed: the elements of the rule antecedent and
consequent as well as the evaluation measures of each rule are shown, and it is
determined if the group of discovered rules are interesting or not. This depends
on the number of rules, on their quality with respect to the different measures,
and on their semantic meaning. Then it is decided which of the discovered rules
are sufficiently interesting to use them to take decisions on possible
modifications to the course. If the rules are not considered sufficiently interesting
the algorithm is applied again, with different parameters and restrictions, in order
to discover a more interesting group of rules.
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2.2 Prediction Rule Discovery

Prediction rules are I[F-THEN rules, one of the most popular forms of knowledge
representation, due to its simplicity, compressibility and expressive power (21).
Depending on the knowledge they store, there are different types of rules. They
are referred to as: decision rules, association rules, classification rules, prediction
rules, causal rules, optimization rules, etc. The types of rules we will use are the
prediction rules and the concrete format of the rules, in EBNF (Extended Backus
Naur Form), is shown in Figure 2.

<rule>::=“IF” <antecedent> “THEN” <consequent>
<antecedent>::=<antecedent> “AND” <condition> | <condition>
<consequent>::=<condition>
<condition>::=<level-attribute> <level-value> |
<time-attribute> “=" <time-value> |
<success-attribute> “=" <success-value>
<level-attribute>::=“LEVEL” Name of a valid level attribute
<success-attribute>::=“SUCCESS” Name of a valid success attribute
<time-attribute>::=“TIME” Name of a valid time attribute
<level-value>::=“"BEGINNER” | “NORMAL” | “EXPERT”
<success-value>::=“YES” | “NO”
<time-value>::=“"HIGH” | “MEDIUM” | “LOW”

“w_2»

Figure 2: Example of IF-THEN rule format.

The objective of prediction rules (10) is to predict an objective attribute
depending on the values of another group of attributes. Its syntax is similar to
classification rules that have only one condition in the consequent, but now it is
similar to any other condition (about the value of the attribute to predict). And
any of the attributes can appear in the consequent of the rule as it occurs in
association rules. We are going to discover prediction rules, doing for that a
dependence modeling task. This data mining task consists of the prediction of
relationships among attributes specified (or not) by the user (7). Prediction rules
are very popular in data mining because they usually represent discovered
knowledge at a high level of abstraction and it can be used directly in the
decision making process. Dependence modeling can be considered like a
generalization of discovering classification rules (11) or a specialization of
discovering association rules (1).

The rule discovery is carried out by Grammar Based Genetic Programming
(GBGP) (17) using multi-objective optimization techniques (4) which let us use
several criteria for the quality of the rules. Grammar-based Genetic
Programming is a genetic programming paradigm in which individuals are
represented by trees derived from a grammar defined by the user to specify the
solutions of the problem, in our case all the possible prediction rules. This
paradigm has been chosen because the expressivity it represents, which is going
to simplify the interaction with the user, restricting the grammar so the requested
rules will be the only ones generated. There are plenty of metrics to evaluate the
quality of the rules (8), (16), each one centred on some (different) aspects of the
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quality. However, there isn’t any metric which clearly surpasses the others in all
application domains. For this reason this problem has been set out like a multi-
objective optimization problem (4). In this case there would not be a single
attitude function associated to a metric, but several functions to perform the
optimization at the same time. There are several ways to deal with the multi-
objective optimization problem using evolutionary algorithms: the first one uses
the “aggregation function”, while the second one, which is the one used, uses the
Pareto Front concept in which there is a vector of objectives to optimize within
each individual, and the purpose of the algorithms is to make the solution for the
individual converge towards the group of the best solutions (in terms of all
objectives together and not in any specific objective) (6). The fitness function
used is going to be made up of a 3-valued vector in which each value measures
one of the three main aspects of the discovered knowledge using a data mining
algorithm (7), that is, compressibility, interestingness and accuracy. The metrics
selected as partial objectives are the ones named certainty factor measure (14),
interestingness measure (16) and simplicity measure (9).

2.1 Students Usage data

The usage information we have used to carry out the prediction rule discovery is
the usage information captured from a Linux operating system course. We have
developed the Linux course using AHA! (5) because apart from being a generic
adaptive hypermedia system, it captures all the user’s usage information, and its
source code is available so we can (and are allowed to) modify it. We have
modified AHA! in order to increase its adaptation power in education (12). More
precisely, we wanted to adapt or personalize the system to each particular student
depending on his knowledge level. In figure 3 the same theme of the course is
shown at three different difficulty levels (expert, normal and beginner).
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Figure 3: Three different levels of the Introduction Chapter of our Linux course.
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This course has been taken by 50 students of computer science engineering of
the University of Cordoba. The specific usage information use for data mining is
the logged data for each student’s interaction with the Linux course: the access
time of each page, correct answers to tests and knowledge levels. Before
applying data mining algorithms we have transformed and moved all the log
information to a relational database. This made (repeated) data extraction easier
and increased the speed of the algorithms. During this process we have carried
out the following pre-processing task (7): attribute selection, data cleaning,
discretization of continuous attributes and data integration.

3 Using the EPRules tool

The EPRules tool (13) is a visual tool to discover prediction rules and it is
oriented to be used by the teacher or author of the course. It has been
implemented in the Java programming language and its main characteristic is its
specialization in education through attributes, filters and specific restrictions for
the ASWE domain. Furthermore, it is a dynamic tool, because it lets the
(advanced) user add new rule discovering algorithms and new rule evaluation
measures, by modifying only some configuration files (Java properties files) and
by selecting the new types in the algorithm directory or the new evaluation
measures. The graphic interface of the EPRules application consists of four main
windows (Figure 4):
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Figure 4: EPRules tool windows.

- Data input: In this window you can either open an existing database with
the usage data of a course or create a new one and add new students to it. To
create a new database or to add data, the course usage files must be selected
(students’ log files) that will be pre-processed and integrated into a relational
database. The algorithm parameters of the time-variable discretization can
be also selected and configured. (This consists of transforming continuous
attributes into discrete attributes). The following unsupervised global
methods have been implemented: the equal-width method, the equal-
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frequency method and the manual method (in which you have to specify the
cut-off points.). We have only discretized the time attribute, assigning three
values: HIGH, MEDIUM and LOW.

- Data view: If a course database has been opened from this window all
students’ pre-processed usage data can be visualized. These data are about
the access times, correct answers and knowledge levels obtained by students
for the different web pages (activities and contents) that make up the course.
You can select either visualizing all students’ data or a specific student’s
data, or just about a particular theme of the course or about a specific
concept of the theme, or the visibility and difficulty level of a particular
theme (high, normal, low), or a type of particular information (time, level or
correct answers).

- Prediction rules: This is the most important part of the tool because this is
where the different algorithms for rule discovery are applied. The
implemented algorithms are algorithms for decision tree building like the
ID3 (11), an algorithm of association rules like Apriori (1), an algorithm for
induction rules like Prism (3) and different versions of evolutionary
algorithms, specifically the grammar based genetic programming algorithm
with or without multiobjective optimization (Pareto). You can select the
algorithm to use and its particular parameters of execution and also the
subjective restrictions that the rules have to fulfil (figure 3, left), so that the
rules finally shown to the user are really interesting for him.

- Results: this window (figure 4, right) appears automatically after finishing
the algorithm execution and lets us visualize all the discovered prediction
rules (figure 3). Concretely, for each discovered prediction rule the
conditions of the rule antecedent and consequent are shown and then all the
values for each rules evaluation measure (16) (8) (confidence, support,
interest, gini, laplace, etc., currently 40 available measures). In a
predetermined way, they appear ordered from the first discovered one to the
last one, but they can be rearranged taking into account a condition or the
value of any measure by simply clicking the desired column.

4 Experimental Results

To carry out the tests we have used the log information of 50 students of
computer science engineering at the Cordoba university taking a course about the
LINUX operating system. The course was developed with (and served through)
the AHA! system (5). Different tests have been carried out in order to compare
the results that each implemented algorithm produces in the task of knowledge
discovery. The objective is to compare the number of discovered rules in each
case and the quality of them based on the previously set out measures about
accuracy, interestingness and comprehensibility.

Because evolutionary algorithms are not deterministic the evolutionary
algorithms have been executed 10 times, and we have used the average values of
all the executions. Furthermore, three different tests have been carried out: first
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using all data, then only the frequent data (those with a support higher than 0.5)
and finally, the range data (those with a support higher than 0.2 and lower than
0.9).

Number of discovered rules

Algorithm All Range Frequent
ID3 474 131 89
Prism 657 172 62
Apriori 7960 491 70
AE-GBGP 198 162 51

Table 1: Comparison of the number of discovered rules.

Percentage of exact rules

Algorithm All Range Frequent
ID3 46,0 51,9 60,3
Prism 71,9 53,7 91,9
Apriori 84,3 90,0 93,0
AE-GBGP 76,5 86,1 96,3

Table 2: Comparison of the percentage of exact rules discovered.

Percentage of interesting rules

Algorithm All Range Frequent
ID3 1,5 7,6 15,6
Prism 2,5 11,6 493
Apriori 3,6 7.9 53,1
AE-GBGP 21,9 60,4 76,6

Table 3: Comparison of the percentage of interesting rules discovered.

The obtained results show (Table 1, 2, 3) that, in general, evolutionary
algorithms generate a lower number of rules but with higher interest than classic
algorithms, making them more suitable to be used on-line, like for the extraction
of knowledge in an adaptative system of education. Classic algorithms, and
above all Apriori, produce very exact rules, but fail when generating rules with a
higher interest and, furthermore, the length of the produced rules makes these
rules difficult to comprehend. In addition, when we use all data (that could
happen when the user wants to extract global information about the system
without applying any type of restriction over the group) it generates a group of
rules so large that it becomes impossible to exploit the rules later. The obtained
results using the proposed evolutionary algorithms show that, in general, the
algorithms produce a lower number of rules than classic algorithms. Moreover,
the use of algorithms based on Pareto Front (MOGA and NSGA) let us optimize
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the three set out objectives at the same time, producing in all the executions the
higher proportion of exact, comprehensible and interesting rules.

4.1 Description of the discovered information

As we have commented previously our objective is to show a group of useful

rules to the teacher so that he can take decisions about how to improve the

course. The discovered rules show different types of relationships depending on

which attributes are in the rule consequent:

- Time. It shows which attributes (in the rule antecedent) have an influence on
the time (attribute of the rule consequent).

- Level. It shows which attributes (in the rule antecedent) have an influence
on the level (attribute of the rule consequent).

- Success. It shows which attributes (in the rule antecedent) have an influence
on the success (attribute of the rule consequent).

These relationships can make reference to chapters (levels obtained in initial and
final tests) or to concepts (times, successes and levels obtained in exposition
content pages and evaluation activities) of web-based adaptive courses. Using
these discovered relations a teacher can make decisions about which
modifications in the course are the most appropriate in order to increase the
relationship (if he considers it to be desirable) or on the contrary to eliminate the
relationship (if he considers it not to be desirable), changing or modifying the
contents, the structure or the adaptation of the course. Next we are going to
describe the meaning and the possible use of one discovered rules.

IF LEVEL.interface-network-high = EXPERT
THEN LEVEL.tcpip-telnet-medium = EXPERT
(Interest = 0.57, Factor Certainty = 0.75, Simplicity = 1)

This rule shows that the knowledge level obtained in the evaluation activities of
the two mentioned concepts have been simultaneously very high (EXPERT).
This indicates that the concepts (NETWORK, with HIGH difficulty level in the
INTERFACE chapter, and TELNET, with MEDIUM difficulty level in the
TCPIP chapter) may be related to each other. In this case, the teacher should
check the presentation content of both concepts and try to find what the reason of
the relationship is. And he should then decide if joining both concepts into a
single concept, putting both concepts in the same chapter, setting them to the
same level of difficulty, correcting the rules that assign levels, or any other
modification is most appropriate. In this concrete rule example we have
considered that both concepts should have the same level of difficulty. But if the
levels refer to initial or final test instead of activities, it can be concluded that the
chapters are related. Then the teacher can join the chapters, or put them one after
the other, or on the contrary, create more distance between them.
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5. Conclusions and Future Work

In this paper we have introduced a visual tool to discover knowledge in the form
of prediction rules in order to help teachers to improve adaptive Web-based
courses. Particularly, we have proposed the use of Grammar-based genetic
programming with multiobjective approaches. The quality of the results,
depending on the number of rules obtained and the interestingness, accuracy and
compressibility factor of the rules, is higher than for a number of classic
algorithms that use only one measure or a composition of some of them to
evaluate the rules. Regarding the usability of the discovered rules for taking
decisions about the modifications to be carried out in ASWEs, the different types
of rules, and the utilities that they can have to improve the course have been
described and illustrated using specific instances of the discovered rules in a
Linux course. To simplify the whole process of knowledge discovery a specific
tool, named EPRules, has been developed, that lets us carry out the pre-
processing of usage data in web courses, the selection of restrictions on the type
of information to be discovered as well as the application of data mining
algorithms to extract the rules and to visualization them.

Currently we are working on the complete automation of the knowledge
discovery process in ASWEs, so that the discovered rules can be applied directly
on the course, without manual intervention by the teacher or author of the course,
except for accepting or rejecting the changes proposed by the rules. But these
automatic modifications can be only about improvements of the course structure
and not about the course content in which the teacher have to do manually the
changes. Another future line of investigation will research the metrics related to
the subjective interest of professionals in the discovered rules. From this point of
view there are references in AEs (18) in which there isn’t an aptitude function
but individuals are assessed by an expert in each cycle of the algorithm.
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