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Abstract. The financial system plays a crucial role in economic devel-
opment. Financial crises are recurrent phenomena in modern financial
systems. The literature offers several definitions of financial instability,
but it is well known that a financial crisis with a banking crisis is the
most common example of financial instability. In this paper we intro-
duce a novel model for detection and prediction of crises, based on the
hybridization of a standard logistic regression with Product Unit (PU)
neural networks and Radial Basis Function (RBF) networks. These hy-
brid approaches are described in the paper, and applied to the detection
and prediction of banking crises by using a large database of countries in
the period 1981 to 1999. The proposed techniques are shown to perform
better than other existing statistical and artificial intelligence methods
for this problem.

1 Introduction

The recent financial collapse has stressed the crucial role of the financial system
to guarantee economic development. The financial system is the responsible for
the allocation of resources over time and among different alternatives of invest-
ment, by pricing the postposition of consumption (free risk rate) and pricing the
risk (risk premium). In the last twenty years at least ten countries have experi-
enced the simultaneous onset of banking and currency crisis, with contractions
in Gross Domestic Product of between 5% and 12% in the first year of the crisis,
and negative or only slightly positive growth for several years thereafter [1]. This
emphasizes the fact that preserving financial stability is one of the main goals for
policy makers from the beginning of the monetary systems. It is the especial role
that banks play in the financial system and their specificities as money issuers
that explain why a great number of financial crises have had the banking sector
as protagonist.
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Several previous works have analyzed different episodes of banking crisis oc-
curred. Most of these works consist of case studies, many of them applying
econometric analysis of different situations. For example in [2] an econometric
model is used to predict bank failures using Mexican data for the period 1991-95.
In a more recent work [3], the behavior of a number of macroeconomic variables
in the months before and after a banking crisis is analyzed. Thus, the authors try
to identify variables that act as “early warning signals” for crises. Other studies
apply classical statistical techniques such as discriminant, logit or probit analy-
sis [4,5]. However, although the obtained results have been satisfactory, all these
techniques present the drawback that they make some assumptions about the
model or the data distribution that are not usually satisfied. So in order to avoid
these disadvantages of statistical methods, it has been recently suggested in the
economic field the use of Soft-computing techniques, mainly neural networks or
evolutionary computation algorithms.

In recent years, neural networks have been successfully applied to bankruptcy
prediction [6,7]. In the majority of cases, multilayer perceptrons (MLPs) have
been applied [8], due to its simple architecture yet powerful problem-solving
ability. However, alternatives to MLP have arisen in the last few years, which
has not been fully tested in bankruptcy. Product Unit Neural Network (PUNN)
models are an alternative to MLPs and are based on multiplicative neurons in-
stead of additive ones. They correspond to a special class of feed-forward neural
network introduced by Durbin and Rumelhart [9]. Networks that make use of
Product Units (PUs) have the added advantage of increased information ca-
pacity [9]. Another interesting alternative to MLPs are Radial Basis Function
Neural Networks (RBFNNs). RBFNNs can be considered a local approximation
procedure, and the improvement in both its approximation ability as well as in
the construction of its architecture has been note-worthy [10]. RBFNNs have
been used in the most varied domains, from function approximation to pattern
classification, time series prediction, data mining, signals processing, and non-
linear system modeling and control, but again there are very few works testing
this model in bankruptcy or crisis prediction.

In this paper we consider the hybridization of these novel networks (PUs and
RBFs) with a standard logistic regression to improve the performance of the
classifiers in the problem of bank crises prediction. Logistic Regression (LR) has
become a widely used and accepted method of analysis of binary or multi-class
outcome variables as it is flexible and it can predict the probability for the state
of a dichotomous variable (in our case, the probability of crisis) based on the
predictor variables (macroeconomic variables in this case). The hybridization of
LR and PUNNs or RBFNNs is done following the model of classifier construction
given in [11], where Evolutionary Algorithms (EAs) are used to obtain the best
structure of the classifiers. In this paper we show that the hybrid models involv-
ing LR, PUNNs and RBFNNs outperforms several other existing classification
techniques in the problem of banking crises prediction, and they are therefore a
very interesting tool to take into account in this field.
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The structure of the rest of the paper is as follows: section 2 describes in
detail the hybrid models (LR-PUNNs and LR-RBFNNs) proposed in this paper.
Section 3 presents the experimental section of the paper, in which we test the
good performance of the proposed approaches in a Financial Crisis Database,
formed by a sample of data of 79 countries in the period 1981-1999. The results
are also discussed in this section. Finally, the paper is closed with some remarks
and conclusions in section 4.

2 Description of the Hybrid Methodologies Proposed

The hybrid models we analyze in this paper for the prediction of banking crises
are Generalized Logistic Regression models based on the hybridization of the
standard linear model and non-linear terms. These non-linear models are con-
structed with basis functions obtained from Evolutionary Product Unit Neural
Networks (EPUNNs) and Evolutionary Radial Basis Function Neural Networks
(ERBFNNs). In this section, we describe the main characteristics of the binary
LR approach and the hybrid models considered. Note that a complete descrip-
tion of the EPUNNs and ERBFNNs is not carried out due to space reasons
(the reader can check the references [11,12,13] for a complete description of the
models and the EA used to optimize these models).

2.1 Binary Logistic Regression (LR)

Typically, in supervised classification, a set of nT training samples (x1, y1), . . . ,
(xnT , ynT) is given. The inputs xi (i.e. the set of macroeconomic and financial
variables) form a feature space X, and the output yi (i.e. the bankrupt class) has
a class label c, which belongs to a finite set C. A classification rule is designed
based on the training data, so that, given a new input xi with the correspond-
ing values for the macroeconomic variables, a class c from C with the smallest
probability of error is assigned to it.

In this paper the situation considered is the following: a binary outcome vari-
able y (bankrupt or non-bankrupt) is observed together with a vector xi =
(1, xi1, xi2, . . . , xik) of covariates for each of the nT training samples (assuming
that the vector of inputs includes the constant term 1 to accommodate the inter-
cept). The two-class is coded via a 0/1 response yi, where yi = 1 for a bankrupt
sample and yi = 0 for non-bankrupt samples. Let p be the conditional probabil-
ity associated with the first class. Logistic Regression (LR) [14] is a widely used
statistical modeling technique in which the probability p of the dichotomous
outcome event is related to a set of explanatory variables x in the form:

logit(p) = ln
(

p

1 − p

)
= fLR(x, β) = βTx (1)

where β = (β0, β1, . . . , βk) is the vector of the coefficients of the model, βT is
the transpose vector and fLR(x, β) is the linear function of the LR model. We
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refer to p/(1 − p) as odds-ratio and to the expression (1) as the log-odds or
logit transformation. A simple calculation in (1) shows that the probability of
occurrence of an event as a function of the covariates is non-linear and is given
by:

p(x; β) =
eβTx

1 + eβTx
. (2)

The complementary event probability can therefore be obtained as (1−p(x; β)).
Once the conditional probability function defined in (2) is known, the Bayesian
(optimal) decision rule can be constructed:

r(x) = sign
{

ln
(

p(x; β)
1 − p(x; β)

)}
.

Given the set of macroeconomic variables x for a specific bank, the probability
p that the bank belongs to the first class can be determined from (2). Similar to
the maximum-likelihood classification, these class probabilities for each new bank
may be outputted to produce a soft classification. The results from this paper
advocate the utility of the LR as a potential approach for the soft classification
similar to other recent approaches such as the MLP neural networks or the
decision tree regression. A hard classification can be produced by assigning the
class having a maximum probability (in our case, as a binary outcome variable is
considered, we can simply check if the probability p is greater or lower than the
value 0.5). Observe that LR not only constructs a decision rule but it also finds
a function that for any input vector defines the probability p that the vector x
belongs to the first class.

Let D = {(xl, yl); 1 ≤ l ≤ nT} be the training data set. Here it is assumed
that the training sample is a realization of a set of independent and identically
distributed random variables. The unknown regression coefficients βi, which have
to be estimated from the data, are directly interpretable as log-odds ratios or,
in term of exp(βi), as odds ratios. The log-likelihood used as the error function
is:

l(β) =
nT∑
l=1

yl log p(xl; β) + (1 − yl) log(1 − p(x; β)) . (3)

The estimation of the coefficient vector β is usually carried out by means of
an iterative procedure like the Newton-Raphson algorithm or the Iteratively
Re-weighted Least Squares (IRLS) [15].

2.2 Logistic Regression Using Initial Covariates and Product Units
(LRIPU) and Radial Basis Functions (LRIRBF)

These two hybrid methods consider evolutionary optimization to obtain a PUNN
or a RBFNN structure and input-to-hidden layer weights accurate enough. When
these are obtained, a multilogistic regression maximum likelihood (ML) opti-
mization is applied over the basis functions (PUs or RBFs) of the NN selected,
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considering also the initial covariates x of the problem. So their generic expres-
sion is given by:

f(x, θ) = α0 +
k∑

i=1

αixi +
m∑

j=1

βjBj(x,wj) (4)

where θ = (α,W), α = (α0, α1, . . . , αk, β1, . . . , βm) and W = (w1,w2, . . . ,wm),
with wj = (wj1, wj2, . . . , wjk), wji ∈ R. The coefficients W are given by the EA,
they not being adjusted by the ML method (the reader can check the references
[11,12,13] for a complete description of this EA). The ML method only optimizes
the linear part of the model, i.e. the α coefficients.

The ML algorithm considered is the SimpleLogistic algorithm [16], which in-
crementally constructs the model and applies cross-validation, resulting in an
automatic covariate selection. We obtain then two different hybrid methods:
SimpleLogistic Regression using Initial Covariates and PUs (LRIPU) and Sim-
pleLogistic Regression using Initial Covariates and RBFs (LRIRBF).

3 Computational Experiments and Results

In this section, we describe first the Database used to evaluate the performance of
our hybrid approaches. Several existing algorithms for comparison purposes are
described in subsection 3.1. Finally, the main results obtained with the proposed
techniques are presented in subsection 3.2 and subsection 3.3 includes some
discussion about these results.

The Financial Crisis Database used in this study is formed by a sample of 79
countries in the period 1981-1999 (annual data). The binary dependent variable is:

– Systemic and non-systemic banking crises dummy: equals one during episodes
identified as in [17]. They present information on 117 systemic banking crises
(defined as much or all of bank capital being exhausted) that have occurred
since the late 1970s in 93 countries and 51 smaller non-systemic banking crises
in 45 countries during that period. The information on crises is cross-checked
with that of [5] and with International Monetary Fund staff reports and finan-
cial news.

The independent variables are the following: Monetary policy strategies, Central
Bank Independence, Inflation, Real Interest Rate, Net Capital Flows to GDP,
Real GDP per capita in 1995 US dollars, Real GDP growth, World Real GDP
growth, Domestic Credit growth, Bank Cash to total assets, Bank Foreign Li-
abilities to Foreign Assets and Previous crises. More information about these
variables can be obtained in [18].

3.1 Alternative Statistical and Artificial Intelligence Methods Used
for Comparison Purposes

Different state-of-the-art statistical and artificial intelligence algorithms have
been implemented for comparison purposes. Specifically, the results of the
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following algorithms have been compared with the soft-computing techniques
presented in this paper:

1. The Logistic Model Tree (LMT) [16] classifier.
2. The C4.5 classification tree inducer [19].
3. The k Nearest Neighbor (k-NN) classifier.
4. The Support Vector Machine (SVM) classifier [15] with RBF kernels and

using the Sequential Minimal Optimization (SMO) algorithm.
5. A Gaussian Radial Basis Function Network (RBFNet) [20], deriving the

centers and width of hidden units using k-means, and combining the outputs
obtained from the hidden layer using logistic regression.

6. The Multilayer Perceptron (MLP) neural network [8], trained with a simple
BackPropagation (BP) algorithm.

7. The Naive Bayes standard learning algorithm (NaiveBayes) [21].
8. The Rough Set methodology for classification [22].

These algorithm have been selected for comparison since they are some of the
best performing algorithms of recent literature on classification problems. Many
of these approaches have also been tested before in bankruptcy detection prob-
lem. For the LRIPU and LRIRBF methods, the experimental design was con-
ducted using a 10-fold cross-validation procedure, with 10 repetitions per each
fold. For the other methods, the results have been obtained performing 10 times
a 10-fold cross validation, because all are deterministic methods, i.e. they are not
based in random values and return the same result for each execution. The com-
parison measure is the accuracy on the generalization set or Correctly Classified
Rate (CCRG).

3.2 Results

In this section we compare the proposed LRIPU and LRIRBF methods with the
alternative artificial intelligence methods summarized above. Table 1 shows the
results obtained with all these different techniques, and the result obtained by
the LRIPU and LRIRBF networks. Note that the LRIPU obtains the best result
in terms of CCRG over all techniques compared. The difference in CCRG is really
significant with respect to techniques such as Naive Bayes learning, SVM/SMO,
MLP, RBFNet or the k-NN approach. Other techniques obtain closer results in
terms of CCRG, note that the Rough Set approach is the second best technique
over all the compared approaches, obtaining a result slightly better than the
LRIRBF, and slightly worse than the LRIPU algorithm. The LRIRBF is the third
best algorithm after LRIPU and Rough Set methodology.

In order to determine if there are significant differences in the mean results ob-
tained, an ANOVA statistical study has also been carried out. A preliminary F-
test has been applied for assessing if there are significant differences between the
mean CCRG corresponding to the distinct methodologies, obtaining a p-value of
0.001 lower than the critical value α = 0.05, what means that there are significant
differences between the mean obtained by the methods compared. Then a mul-
tiple comparison test has been applied to rank the different methods, previously
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Table 1. Statistical results (Mean and Standard Deviation, SD) of the CCRG of
the hybrid methods proposed compared to those obtained using different statistical
and artificial intelligence methods and ranking of the different methods based on the
Tamhane test. The best quantitative result method is represented in bold face.

CCRG

Method Mean ± SD

LMT 76.09 ± 5.23
C4.5 76.35 ± 5.38
k-NN 74.17 ± 5.29
SVM/SMO 70.29 ± 2.34
SLogistic 76.49 ± 4.66
RBFNet 70.27 ± 4.38
MLP 74.58 ± 5.52
MLogistic 76.30 ± 4.84
NaiveBayes 69.16 ± 2.23
Rought sets 77.0 ± 3.42

LRIRBF 76.88 ± 3.03
LRIPU 77.17 ± 3.59

Ranking µLRIPU∗ ≥ µRoughSets ≥ µLRIRBF ≥
≥ µSLogistic ≥ µC4.5 ≥ µMLogistic ≥
≥ µLMT ≥ µMLP > µSMO;

µSMO ≥ µRBFNet ≥ µNaiveBayes ;
µMLogistic > µMLP

evaluating whether the equality of variances can be assumed using the Levene’s
test. This equality can not be assumed (p−value > 0.05 for all methods), so the
multiple comparison test of Tamhane is applied. The last row of Table 1 includes
the final ranking obtained by this test, where μA ≥ μB is used for indicating that
methodology A yields better results than methodology B, but the differences are
not significant, and μA > μB is used for indicating that methodology A yields bet-
ter results than methodology B with significant differences in mean. From the ob-
servation of this ranking, it can be concluded that the LRIPU* obtain higher mean
accuracy but non significant differences when compared to Rough set, SLogistic,
C4.5, MLogistic, LMT and MLP methods and the differences favouring LRIPU*
are significant when compared to the other methods.

In general, these results show that the proposed hybrid approaches based on
LR and PU or RBF networks are robust approaches to tackle the prediction
of banking crises, and obtain better results than the majority of the existing
alternative methods.

3.3 Discussion

This section include some discussion about the models obtained. The economi-
cal interpretation of the model is based on the output of the LRIPU, shown in
Table 2. In this table, the best model obtained by using the LRIPU methodology
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Table 2. Probability expression of the best LRIPU model, CCRG value and testing
confusion matrix associated to this model

Best LRIPU Crisis Probability model

pCrisis = 1− ef (x,θ)

1+ef (x,θ)

f(x, θ) = −2.63 + 1.47PU1 + 1.63PU2 + 3.73PU3

PU1 = x0.64
4 x−1.04

10 x1.83
13 x−1.68

16 x0.28
17 x−0.41

18 x1.06
19 x−0.35

21 x−3.16
22

PU2 = x0.42
5 x1.31

10 x2.35
12 x−3.53

15

PU3 = x1.33
2 x−3.75

5 x−2.42
9 x−4.41

10 x−2.25
11 x−4.28

22

x2 ← (exchange = CB); x4 ← (exchange = MF); x5 ← (exchange = PC)
x9 ← (monpolicy = 3); x10 ← (cbanIndep); x11 ← realIntRat;
x12 ← (domCredGrowth); x13 ← (bankCashRev); x15 ← (gdpGrowth);
x16 ← (inflation); x17 ← (netKFlows); x18 ← (gdpPerHead);
x19 ← (previousCrisis = 0); x21 ← (previousCrisis = 2);
x22 ← (previousCrisis = 3);

CCRG = 86.54%

Test Confusion Matrix

Predicted
Target 0 1

0 35 1
1 6 10

is presented. This model includes 3 PU basis functions and 23 coefficients. At
the bottom of the table, the corresponding confussion matrix for the generaliza-
tion set is included, where it can be observed that only 7 banks are incorrectly
classified. This is the model that shows the best performance in terms of classi-
fication. In this model is possible to see that the most important set of variables
is represented by the PU3 node, followed by the other two nodes with a simi-
lar explicatory power. We focus the discussion then on the PU3 node: it shows
that the combination of a currency regime close to a pegged regime instead of
a currency board regime, a long lasting crisis (the country is on crisis for more
than three years), a flexible monetary policy (in which objective function does
not enter monetary aggregates neither inflation targets), an independent central
bank, and high real interest rates positively contribute to an increment of the
probability of being in crisis next year. The length of the crisis has a positive
contribution in terms of the likelihood to remain in crisis, as expected. Indeed,
each additional year in crisis affects more than proportionally consumer and
investors confidence in absence of policies (or a positive external shock) that
helps to recover it. Regarding the currency policy, the currency regime could be
used to recover the confidence in the economy through stabilizing the level of
prices by borrowing credibility from other countries with more stable economies.
The success of this strategy will depend on the credibility in maintaining the
commitments that each regime implies. The currency board regime appears as
superior in terms of getting out of the crisis as a pegged regime. Both regimes
reduce the level of autonomy of the national policies, but the former is more
much restrictive than the later. Therefore it seems that the pegged regime is not
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a commitment strong enough to anchor agent’s expectations because they still
leave some room for policy maker’s discretion. In addition, a flexible design of
the monetary policy does not help to make this commitment credible. The design
of the monetary policy needs to be perfectly aligned with the currency regime in
order for the framework to be consistent. Otherwise the currency commitment
would become unsustainable. This is why the independence of the central bank
is not a good feature and does not appear in this node. The stabilization policy
does not depend on internal monetary policy objectives but on currency policy
objectives. Therefore, a dependent central bank likely does not interfere with
the currency objectives that need mainly a strong political support. Finally, in
this situation, the higher the interest rates, the more likely we are in crisis in
the next period, because is more difficult to finance any project.

4 Conclusions

In this paper we have applied several hybrid algorithms mixing Logistic Re-
gression with Product Unit neural networks (PUNNs) or Radial Basis Function
networks (RBFNNs) for detecting and predicting banking crises. Both hybrid
approaches consist of the evolutionary training of a PUNN or a RBFNN using
an evolutionary programming approach. These hybrid models have been shown
to be very strong in the problem of bank crisis prediction. In this paper we
have tested these hybrid approaches in a Financial Crisis Database, formed by
macroeconomic variables of 79 countries in the period 1981-1999, and the cor-
responding crisis/non-crisis decision variable. The results obtained have proven
the good performance of the proposed approaches, that improve the results of
other existing statistical and artificial intelligence techniques in the problem.
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