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Abstract. An innovative technique based on multi-objective grammar
guided genetic programming (MOG3P-MI) is proposed to detect the
most relevant activities that a student needs to pass a course based
on features extracted from logged data in an education web-based sys-
tem. A more flexible representation of the available information based on
multiple instance learning is used to prevent the appearance of a great
number of missing values. Experimental results with the most relevant
proposals in multiple instance learning in recent years demonstrate that
MOG3P-MI successfully improves accuracy by finding a balance between
specificity and sensitivity values. Moreover, simple and clear classifica-
tion rules which are markedly useful to identify the number, type and
time of activities that a student should do within the web system to pass
a course are provided by our proposal.

Keywords: Web Usage Mining, Educational Data Mining, Multiple
Instance Learning, Multi-objective Evolutionary Algorithm, Grammar
Guided Genetic Programming.

1 Introduction

As an increasingly powerful, interactive, and dynamic medium for delivering
information, the World Wide Web in combination with information technology
has found many applications. One popular application has been for educational
use, as in Web-based, distance or distributed learning. The use of the Web as
an educational tool has provided learners and educators with a wider range of
new and interesting learning experiences and teaching environments, that were
not possible in traditional education. These platforms contain a considerable
amount of e-learning materials and provide some degree of logging to monitor
the progress of learning keeping track of learners’ activities including content
viewed, time spent at a particular subject and activities done. This monitoring
trawl provides appropriate data for many different contexts in universities, like
providing assistance for a student at the appropriate level, aiding the student’s
learning process, allocating relevant resources, identifying exceptional students
for scholarships and weak students who are likely to fail.

A normal situation in the web-based learning systems is that instructors pro-
vide different resources and learners are encouraged to participate in the variety
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of activities. However, it becomes difficult for the instructors to track and iden-
tify all the activities performed by the learners and subsequently, it is hard to
evaluate the structure of the course content and its effectiveness in the learning
process. It would be very helpful to have an automatic tool for detecting those
activities which improve the learning process and appraise the web-based course
structure effectiveness. With this purpose, our research proposes a new method
based on multiple instance learning (MIL) representation to classify students
into two groups: the low performance students, who have a high probability
of failing a course and the high-performance students, who have a high prob-
ability of passing a course. Our technique generates rules IF-THEN that allow
the establishment of relationships between the student’s work in web systems
and passing a certain course. In this manner, instructors and students could be
guided and recommended about what activities or resources would support and
improve their learning.

The paper is structured as follows: section 2 reviews the works of data mining
applied over academic scenarios; section 3 describes the problem that we aspire to
solve showing its multiple instance representation and the available information
to carry out this study; section 4 presents and explains the proposed model for
solving the problem; section 5 shows experimental results and the rules obtained;
finally, in section 6, the conclusion and further works are described.

2 Web Usage Mining in Academic Computing

Web usage mining [1] refers to non-trivial extraction of potentially useful pat-
terns and trends from large web access logs. In the specific context of web-based
learning environments, the increasing proliferation of web-based educational sys-
tems and the huge amount of information that has been made available has gen-
erated a considerable scientific activity in this field. Delavaire et al. [2], given
the large amounts of data collected in academic institutions, propose a model
with different types of education-related questions and the data-mining tech-
niques appropriate for them. An example of a specific case study of clustering
students who have similar characteristics (such as self starters and high inter-
action) is given in [3]. Anjewierden et al. [4] investigate the application of data
mining methods to provide learners with real-time adaptive feedback on the na-
ture and patterns of their on-line communication while learning collaboratively.
Lazcorreta et al. [5] propose a new method for automatic personalized recom-
mendation based on the behavior of a single user in accordance with all other
users in web-based information systems. Chanchary et al. [6] analyze students’
logs of a learning management system with data mining and statistical tools to
find relationships between students’ access behavior and overall performances.
Finally, studies about the prediction of students’ marks or their academic suc-
cess have also been developed in this area [7,8,9,10]. Further information can be
found in the survey carried out by Romero and Ventura [11].
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3 Determination of Factors Influencing the Students’
Academic Achievements

In this section, we will first present the definition of the problem that we want to
solve. Then, we will describe the representation of the problem using MIL and
finally, the specific data considered in this study will be set out in detail.

3.1 Definition of the Problem

A student could do different activities in a course to acquire and strengthen
the concepts acquired in class. Later, at the end of the course, there is a final
exam. A student with a mark over a fixed threshold passes a module, while
a student with a mark lower than that threshold fails that module. With this
premise, the problem consists of studying the work carried out by students to find
interesting relationships that can suggest activities and resources for students
and educators that can favour and improve both their learning and effective
learning process.

To carry out this study the students will be classified into two groups: high
performance students who have a high probability of succeeding and low per-
formance students, with a high probability of failing (or dropping out). We
will have information on every student which describes her/his work done on
the web-based learning system. The idea is to determine the activities that are
needed so that a student passes or fails the module taking into consideration
the time dedicated and the number and type of activities done by the student
during the course. Concretely, the types of activities considered in this study
are quizzes considering the number of quizzes consulted, passed and failed, as-
signments considering the number of practices/tasks submitted or consulted and
forums considering the number of messages sent and read.

3.2 A Multi-instance Perspective

In this problem, the different resources available to the student are not com-
pulsory but rather are presented as a support to strengthen concepts before the
final exam. Thus, each student can execute a different number of activities: a
hard-working student may do all the activities available and on the other hand,
there can be students who have not done any activities at all. Moreover, there
are some courses which contain only a few activities and others which contain
an enormous variety and number of them.

The characteristics of this problem make the information of each pattern
different depending on the student and course. Traditional supervised learning
would use the same structure with the same number of attributes for all patterns
independently of the real information about each student and course and there-
fore, most patterns would have empty values. On the other hand, MIL [12] allows
a representation that adapts itself perfectly to the concrete information available
for each student and course, eliminating the missing values that appear in tradi-
tional representation. The key factor in MIL representation lies in the concepts
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Table 1. Attributes for MIL representation of the student

Information about Bags

Attribute Description

User-Id Student Identifier.
Course Course identifier.
FinalMark Final mark obtained by the student in this course.

Information about Instances

Attribute Description

Type Activity Type of activity which represents the instance. Eight type of
activities are considered:

FORUMS: read, written or consulted,
QUIZZES: passed or failed and
ASSIGNMENTS: submitted or consulted.

TimeActivity Time spent to complete the tasks of this type of activity.
NumberActivity Number of activities of this type completed by the student.

of pattern and instances. In this learning a pattern (called bag) could contain
different numbers of instances. Thus, the correspondence is one-to-several and
not one-to-one as in traditional supervised learning. In this problem, each pat-
tern or bag represents a student registered in a course. Each student is regarded
as a bag which represents the work carried out. Each bag is composed of one or
several instances and each instance represents the different types of work that
the student has done. Therefore, each pattern will have as many instances as
different types of activities that have been done by the student. Information
about the attributes of bags and instances could be consulted in Table 1.

3.3 Case Study

This study employs the students’ usage data from the web-based learning envi-
ronment at Cordoba University considering Moodle platform [13]. The available
information on the web usage log files for students was collected during an aca-
demic year from September to June, just before the Final Examinations. Seven
different courses are considered with 419 students. The details about the differ-
ent courses are given in Table 2, only considering about each student his/her
identifier, activity with respect to forums, assignments and quizzes and final
mark obtained in this course although more information is stored by the system.

4 The Proposed Model for Using Web Usage Mining in
Education Data

In this section, we propose a new model based on multi-objective grammar
guided genetic programming to predict the students’ academic performance
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Table 2. General Information about Data Sets

Course Identifier ICT-29 ICT-46 ICT-88 ICT-94 ICT-110 ICT-111 ICT-218

Number of Students 118 9 72 66 62 13 79
Number of Assignments 11 0 12 2 7 19 4
Number of Forums 2 3 2 3 9 4 5
Number of Quizzes 0 6 0 31 12 0 30

based on features extracted from logged data in a web-based education system.
The motivation to include this algorithm called MOG3P-MI is on one hand, the
use of multi-objective proposal that allows us to find a set of optimal solutions
considering different contradictory measurements. We search to find a solution
with the best balance between sensitivity and specificity values to achieve the
most accuracy models. The objective is to determine the most relevant resources
to improve the learning process from the classification model obtained by this
proposal. Thus, it is very important for the model to be precise and correctly
classify both students who pass and those who fail the course, because other-
wise the conclusions would not be significant. On the other hand, this algo-
rithm allows to work in MIL scenario using a more flexible representation that
eliminates the missing values of other representations which hinder algorithms
from achieving the highest accuracy in the classification. Finally, another advan-
tage of this proposal is that grammar-guided genetic programming (G3P) [14]
is considered a robust tool for classification in noisy and complex domains and
allows us to obtain representative information about the knowledge discovered
to identify the most relevant activities for supporting and improving students’
learning.

The design of the system will be examined in more detail in continuation with
respect to the following aspects: individual representation, genetic operators,
fitness function and evolutionary process.

4.1 Individual Representation

Individuals in our system represent classifiers which classify students into two
classes (students who have a high probability of passing a course and students
who have a low probability of doing so). The classifier is composed of IF-THEN
rules whose antecedent determines the time, number and type of activities that
the students have to do, if they want to have a high probability of passing
the course. Those students who do not satisfy these requirements will have
a low probability of passing the course. The rule generated has the following
structure:

If (condition(student)) then
the student will have a high probability of passing the course.

End-If
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〈S〉 → 〈condition〉
〈condition〉 → 〈cmp〉 | OR 〈cmp〉 〈condition〉 | AND 〈cmp〉 〈condition〉
〈cmp〉 → 〈op-num〉 〈variable〉〈value〉 | 〈op-int〉 〈variable〉〈value〉〈value〉
〈op-num〉 → GE | LT
〈op-int〉 → IN | OUT
〈variable〉 → TypeOfActivity | NumberOfActivity | TimeOfActivity
〈value〉 → Any valid value

Fig. 1. Grammar used for representing individuals’ genotypes in G3P-MI

The condition clause is represented by means of the grammar shown in
Figure 1. Thus, the condition consists of several comparisons of attribute-value
attached by conjunction and/or disjunction that inform about the number,
type and time that should be dedicated by a student to be successful in a
course.

4.2 Genetic Operators and Fitness Function

MOG3P-MI uses a crossover and mutator operator to generate new individuals
in a given generation of the evolutionary algorithm based on selective crossover
and mutation as proposed by Whigham [14].

The fitness function combines two commonly used indicators, namely sensitiv-
ity (Se) and specificity (Sp) to measure the classifier’s effectiveness. Sensitivity
is the proportion of cases correctly identified as meeting a certain condition and
specificity is the proportion of cases correctly identified as not meeting a certain
condition.

sensitivity =
tp

tp + fn
, specificity =

tn
tn + fp

where, tp is the number of positive bags correctly identified, fp is the number of
positive bags not correctly identified, tn is the number of negative bags correctly
identified and fn is the number of negative bags not correctly identified.

The goal of MOG3P-MI is to maximize both Sensitivity and Specificity at
the same time. These two measurements evaluate different and conflicting char-
acteristics in the classification process where a value of 1 in both measurements
represents perfect classification.

4.3 Evolutionary Algorithm

The main steps of this algorithm are based on the well-known Non-Dominated
Sorting Genetic Algorithm (NSGA2) [15] philosophy, but it is designed to use a
grammar guided genetic programming and multi-instance learning to add more
flexibility and clarity to the representation of the individuals. The general outline
of our algorithm is shown in Algorithm 1.
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Algorithm 1. MOG3P-MI Algorithm
1: Set P0 = an initial population of rules, A0 = φ (empty external set) and t = 0.
2: P0 is sorted based on the concept of non-domination fronts.
3: Assign fitness to P0, the fitness is equal to its non-domination level.
4: repeat
5: Rt = Pt ∪ Qt. Combine parent and children population.
6: All non-dominated fronts of Rt are constructed.
7: repeat
8: if |Pt+1| < N then
9: Calculate crowding distance of in Front i, Fi.

10: Pt+1 = Pt+1 ∪ Fi

11: end if
12: until |Pt+1| < N
13: Sort in descending order using the crowding distance value.
14: Pt+1 = Pt+1 [0 : N ]. Choose the N first elements of Pt+1.
15: Use selection, crossover and mutation to create a new population, Qt+1.
16: Set t = t + 1
17: until acceptable classification rule is found or the specified maximum number of

generations is reached.

5 Experimentation and Results

The commented case study is used to evaluate our proposal and to compare it
with other similar models. Our primary objective is to determine whether the
results of our model are accurate enough compared to the rest of the proposals.
Then we determine the most relevant activities to help the professor and students
to improve the learning process by analyzing the information provided by our
system about the number, type and time that student has to devote to have a
high probability of passing a course.

5.1 Results and Discussion

The most relevant proposals based on MIL presented to date are considered to
solve this problem and compared to our proposal designed in JCLEC framework
[16]. The paradigms compared include methods based on diverse density, on Lo-
gistic Regression, on support vector machines, on distance, on rules, on decision
trees, on naive Bayes and on evolutionary algorithms [17]. More information
about the algorithms considered could be consulted at the WEKA workbench
[18] where these techniques are designed.

All experiments are carried out using 10-fold stratified cross validation and the
average values of accuracy, sensitivity and specificity [19] are reported. Moreover,
evolutionary algorithms performed five different runs with different seeds and the
average values of sensitivity, specificity and accuracy are reported. Table 3 shows
the average results of accuracy, sensitivity and specificity values for each method
considered in the study.
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Table 3. Experimental results to compare MOG3P-MI with other methods based on
MIL

Paradigm based on Algorithm Accuracy Sensitivity Specificity

Rules

PART 0.7357 0.8387 0.5920
AdaBoostM1&PART 0.7262 0.8187 0.5992
Bagging&PART 0.7167 0.7733 0.6361
AdaBoostM1&PART 0.7071 0.7735 0.6136
PART 0.7024 0.7857 0.5842

Naive Bayes NaiveBayes 0.6786 0.8515 0.4371

SVM SMO 0.6810 0.8644 0.4270

Distances
MIOptimalBall 0.7071 0.7218 0.6877
CitationKNN 0.7000 0.7977 0.5631

Decision Tree
DecisionStump 0.6762 0.7820 0.5277
RepTree 0.6595 0.7127 0.5866

Logistic Regression MILR 0.6952 0.8183 0.5218

Diverse Density
MIDD 0.6976 0.8552 0.4783
MIEMDD 0.6762 0.8549 0.4250
MDD 0.6571 0.7864 0.4757

Evolutionary Algorithms
G3P-MI 0.7429 0.7020 0,7750
MOG3P-MI 0.7952 0.7209 0.8500

As can be seen, MOG3P-MI obtains the most accurate models. This classifica-
tion problem has an added difficulty since it deals with a variety of courses with
different numbers and types of exercises which makes it more costly to establish
general relationships among them. Nonetheless, MOG3P-MI in this sense is the
one that obtains the best trade-off between the two measurements, obtaining
the highest values for specificity without a relevant fall in sensitivity values. If
we observe the results of the different paradigms, it can be seen how they op-
timize the sensibility measurement in general at the cost of a decrease in the
specificity values (excepting G3P-MI that also achieves a balance between the
different measurements, although the results are worse). This leads them to an
incorrect prediction of which students will not pass the course.

Moreover, MOG3P-MI obtains interpretable rules to find pertinent relation-
ships that could determine if certain activities influence the student’s ability to
pass, if spending a certain amount of time on the platform is found to be an
important contributing factor or if there is any other interesting link between
the work of the student and the final results obtained. These relationships will
be studied in the next section.

5.2 Determining Activities That Improve the Learning Process

One of the advantages of our system is that it generates a classifier consisting of
IF-THEN rules which provide knowledge about the requirements that a student
must satisfy to have a high probability of passing a course. These rules are simple,
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intuitive, easy to understand and provide representative information about the
type, number and time necessary for a student to pass the course.

By the following examples, we are going to study the information provided
by the model and analyze the activities that are the most efficient for acquiring
knowledge.

IF [ ((TimeOfActivity < 1508) ∧ (NumberOfActivity = 7)) ∨
(((TypeOfActivity = QUIZ P) ∧ (NumberOfActivity ≥ 6)) ∨
(TimeOfActivity ∈ [3007, 9448]) ]

THEN The student has a high probability to pass the course.
ELSE The student has a low probability to pass the course.

According to this rule, students who have a high probability of passing a
course have to satisfy one of the following requirements: a) do at least six quizzes
correctly, b) perform seven activities of some kind devoting at least 1508 minutes
in the web-based system consulting resources or making activities or c) spend
between 3007 and 9448 minutes to perform different activities in the web-based
system or consult the resources available.

IF [ ((NumberOfActivity ∈ [3, 12]) ∧ (TypeOfActivity = QUIZ P) ∧
(TimeOfActivity ∈ [516, 1727])) ∨ (TimeOfActivity ∈ [2998, 7143]) ∨
((TypeOfActivity = QUIZ P) ∧ (NumberOfActivity ≥ 7)) ]

THEN The student has a high probability to pass the course.
ELSE The student has a low probability to pass the course.

Another of the rules obtained indicates that to pass a course it is necessary
to satisfy some of the following constraints: a) perform at least three quizzes
correctly justifying a time on the web-based system between 516 and 1727 min-
utes, b) take at least seven quizzes, or c) have spent at least between 2998 and
7143 minutes on the web system carrying out different activities or consulting
the resources.

IF [ ((NumberOfActivity ≥ 8) ∧ (TypeOfActivity = QUIZ P)) ∨
(TimeOfActivity ∈ [3009, 6503]) ]

THEN The student has a high probability to pass the course.
ELSE The student has a low probability to pass the course.

Finally, the last rule that we analyzed indicates that to pass a course it is
necessary: a) perform at least eight quizzes correctly or b devote between 3009
and 6503 minutes to consult resources and make activities on the system.

We see that in general all the rules establish similar requirements. In conclu-
sion, the development of quizzes is one of the most crucial activities in all rules
to predict whether a student will pass a course, the number of them is a value ap-
proximating seven correct quizzes. Therefore, the relevance of performing quizzes
correctly becomes obvious to consolidate the students’ knowledge. In the case of
quizzes that are not carried out because the course has no available quizzes or
because students have carried out quizzes but not correctly, or because directly
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the student has not wanted to do them, it is necessary to justify at between least
3000 and 7000 minutes on the web-based system consulting different resources
or doing different activities (with this amount of time would be indifferent the
particular type or number of activities that student should do). Finally, if the
time spent on the system is lower, it is necessary to specify a minimum number
of activities carried out. This number is nearly to seven different activities during
the time devoted to the system, although the type of activities do not matter
(therefore they could be both assignments and quizzes and forums).

6 Conclusion

In this paper a new method to determine the most relevant activities to get
a high probability of passing a course based on the students’ work carried out
on a web-based learning system is proposed. The proposal consists of multi-
objective grammar guided genetic programming algorithm, MOG3P-MI, in a
MIL scenario. The most representative algorithms in MIL are compared with
our proposal and experimental results show that MOG3P-MI achieves the most
accurate models finding a solution with a balance between sensitivity and speci-
ficity values. Moreover, representative information is provided that allows us to
see which activities presented to students are really relevant for improving the
learning process and allow students to consolidate the concepts studied in the
classroom to then pass the course.

The results obtained are very interesting, but the work only considers if a
student passes a course or not. It is would be interesting to expand the problem
to predict students’ grades (classified in different classes) in an e-learning system.
Another interesting issue consists of determining how soon before the final exam
a student’s marks can be predicted. If we could predict a student’s performance
in advance, a feedback process could help to improve the learning process during
the course.
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