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Abstract

In this paper we introduce a novel
model for providing users with
recommendations about web index
pages of their interests. The ap-
proach proposed developes user pro-
files based on evolutionary multi-
instance learning which determines
what users find interesting and un-
interesting by means of rules which
add comprehensibility and clarity to
user models and increase the qual-
ity of the recommendations. Ex-
perimental results show that our
methodology achieves competitive
results, providing high-quality user
models which improve the accuracy
of recommendations.

Keywords: User Modelling, Recommender
Systems, Multi-Instance Learning, Multi-
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1 Introduction

During the last decade, the quantity of po-
tentially interesting products or information
services available online has been growing
rapidly until it now exceeds human processing
capabilities [12]. Moreover, there are many
information search situations where the users
would like to choose among a set of alterna-
tive items or services, but do not have suffi-
cient knowledge, capabilities or time to make
such decisions. As such, there is a pressing
need for intelligent systems that advise users

taking into account their personal needs and
interests. Such systems, referred to the lit-
erature as recommendation systems [13], can
deliver tailored service in the most appropri-
ate and valuable way to the users.

The current recommendation systems can be
classified by attending to the processes and
the sources of information that are used to
achieve the recommendations. According to
these criterions, we can find three main classes
of recommendation systems [3]: collaborative
recommendation systems, use explicit and im-
plicit preferences from many users to filter
and recommend objects to a given user, ignor-
ing the representation of the objects; content-
based recommendation systems, filter and rec-
ommend the items by matching user query
terms with the index term used in the rep-
resentation of the items, ignoring data from
other users, and hybrid recommendation sys-
tems, which combine based content-based and
collaborative methods.

We will focus on content-based recommenda-
tion systems, which has its roots in informa-
tion retrieval [2, 16] and information filter-
ing [4]. Its main improvement over the tradi-
tional information retrieval approaches comes
from the use of user profiles that contain in-
formation about users’ tastes, preferences and
needs. This information is typically referred
to in the literature as the User Model (UM)
[11, 14].

The quality of the recommendations provided
to the user depends largely on the character-
istics of the UM, e.g., how accurate it is, what
amount of information it stores, and whether
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this information is up to date. For this rea-
son, the construction of accurate profiles is a
key task that the system’s success will depend
on to a large extent. However, the modeling
of user preferences is hard work; it is diffi-
cult to obtain enough user modeling data to
deliver high quality recommendations, mainly
at the initial stages of the interaction with the
user, when little information about him/her is
available.

In this paper, we propose using the MOG3P-
MI algorithm [20] to develop user profiles.
The approach proposed is content-based, as
it discovers rules that explain if a user is in-
terested in the content of a given item or not.
Experiments made with benchmarks in a web
index recommendation problem show that our
approach achieves competitive results and ob-
tains classifiers which contain simple rules
that add comprehensibility and simplicity to
the knowledge discovery process, obtaining
high-quality user models which improve the
accuracy of recommendations.

The rest of this paper is organized as follows.
In Section 2 we describe the web index rec-
ommendation problem. In Section 3 we de-
scribe the proposed system and its compo-
nents. Next, in section 4 the experimental
results are presented and analyzed. Finally,
we comment briefly on the conclusions, and
propose future work in Section 5.

2 Background

Multiple Instance Learning (MIL) introduced
by Dietterich et al. [8] appears in problems
where knowledge about training examples is
incomplete. In this problem, the teacher
labels examples that are sets of instances
(called bags in multi-instance literature). The
teacher does not label whether an individual
instance in a bag is positive or negative so the
learning algorithm needs to generate a classi-
fier that will correctly classify unseen exam-
ples (i.e. bags of instances). This learning
framework is receiving growing attention in
the machine learning community and since it
was introduced, a wide range of tasks have
been formulated as multi-instance problems.

Among these tasks, we can cite text catego-
rization [1], content-based image retrieval [5],
drug activity prediction [8], image annotation
[15] and web index page recommendation [22]
(the problem we have faced in this paper).

Web Index Pages are pages that provide ti-
tles or brief summaries of other pages. These
pages contain plentiful information by means
of references, leaving the detailed presentation
to their linked pages. A example of a web in-
dex pages is http://health.yahoo.com.

There are many web index pages on Internet.
Some of these pages may contain issues inter-
esting to the web user while some may not.
It would be interesting to analyze automati-
cally these pages and to show to the user only
the pages which contain issues interesting for
them. To do that, it is necessary to iden-
tify the users’ interests through analyzing the
web index pages that the user has browsed
and decide on if a new web index page will
interest the user or not. This problem, called
web index recommendation, is a specific web
usage mining task. Its main difficulty is that
the user only specifies whether he or she is
interested in an web index page, instead of
specifying the concrete links that he or she is
really interested in.

This problem could be viewed as a multi-
instance problem, where the goal is to label
unseen web index pages as positive or nega-
tive. A positive web index page is such a page
that the user is interested in at least one of
its linked pages. A negative web index page
is such a page that none of its linked pages in-
terested the user. Thus, each web index page
could be regarded as a bag while its linked
pages could be regarded as the instances in
the bag, and each instance could be repre-
sented by means of any of the representations
used habitually in text categorization[17]. We
use a bag of the most frequent terms appear-
ing on the page along with its frencuency.

3 Multi-objective Grammar
Guided Genetic Programming

MOG3P-MI, a Multi-Objective Grammar
Guided Genetic Programming for Multi-
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<term_name> = 

I<cond > = <cmp> | "OR" <cmp> <cond > | "AND" <cmp> <cond >I I

<cmp> = <op> <term_name>

<op> = "Contains" | "NotContains"

Any valid term name

(a) Boolean representation of pages

<op> = "<" | ">="

Any valid freq value for term

Any valid term name<term_name> = 

I<cond > = <cmp> | "OR" <cmp> <cond > | "AND" <cmp> <cond >I I

<cmp> = <op> <term_name> <freq_value>

<term_freq> =

(b) Numeric representation of pages

Figure 1: Grammars used in the web index recommendation problem

Instance Learning algorithm has been pre-
sented as an improvement of the G3P-
MI algorithm [21] that introduces multi-
objective strategies to optimize several con-
flicting learner quality measures at the same
time. The algorithm allow us to obtain a set
of optimal solutions called non-dominated so-
lutions, that represent a trade-off between the
different measurements considered, where no
one can be considered to be better than any
other with respect to all objective functions.
Then, we could introduce preference informa-
tion to select the solution which offers the best
classification guarantee with respect to new
data sets.

In this section we specify different aspects
which have been taken into account in the de-
sign of the MOG3P-MI algorithm.

3.1 Individual Representation

In the MOG3P-MI, as in G3P-MI, individuals
represent rules that determine if a bag should
be considered positive (that is, is an instance
of the concept we want to represent) or nega-
tive (if it is not).

if condB(bag) then
bag is an instance of the concept;

else
bag is not an instance of the concept;

end

where condB is a condition that is applied
over the bag. Considering the multi-instance
perspective, condB can be expressed as:

condB(bag) =
∨

∀instance∈bag

condI(instance)

Where ∨ is the disjunction operator, and
condI is a condition that is applied over every

instance contained in a given bag1.

Given that the only variable part in the last
expressions is the condition that is applied
to instances (that is, condI), the individuals
genotype represents this part, while pheno-
type represents the whole rule that is applied
over the bags.

Figure 1 shows the two grammars used to rep-
resent individual genotypes for the web in-
dex recommendation problem. The first one
is applied when we use a boolean representa-
tion for web pages, and generate expressions
that inform about the presence/absence of a
term in the web pages (instances). The sec-
ond grammar is applied in the case of the web
pages representation uses the term frequency,
and informs about if a term is present with a
frequency more or less than a value.

3.2 Genetic Operators

The elements of the following population are
generated by means of two operators: selec-
tive mutation and selective crossover[7].

3.2.1 Mutation

The selective mutation operator randomly se-
lects a node in the tree and the grammar is
used to derive a new subtree which replaces
the subtree in this node. If the new offspring
is too large, it will be eliminated to avoid hav-
ing invalid individuals.

3.2.2 Crossover

The selective crossover is performed by swap-
ping the sub-trees of two parents which have

1This expression is equivalent to the one used to
define the concept of multi-instance rule coverage in
the RIPPER-MI algorithm [6].
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the same root symbol according to the defined
grammar. If either of the two offspring is too
large, they will be replaced by one of their
parents.

3.3 Fitness

The problem of developing good metrics to
measure the effectiveness of recommendations
has been extensively addressed in recom-
mender systems literature [9, 10, 19]. We will
use two very commmon measures, sensitivity
and specificity. Sensitivity is the proportion
of cases correctly identified as meeting a cer-
tain condition

sensitivity =
tp

tp + fp
(1)

and specificity is the proportion of cases cor-
rectly identified as not meeting a certain con-
dition,

specificity =
tn

tn + fn
(2)

where true positive (tp) represents the cases
where the rule predicts that the bag has a
given class and the bag does have that class.
True negative (tn) are cases where the rule
predicts that the bag does not have a given
class, and indeed the bag does not have it.
False negative (fn) represents cases where the
rule predicts that the bag does not have a
given class but the bag does have it. False
positive (fp) represents cases where the rule
predicts that the bag has a given class but
the bag does not have it.

The evaluation involves a simultaneous opti-
mization of these two conflicting objectives
where a value of 1 in both measurements rep-
resents perfect classification. Normally, any
increase in sensitivity will be accompanied by
a decrease in specificity. Thus, there is no
single optimal solution, and the interaction
among different objectives gives rise to a set
of compromised solutions, largely known as
Pareto-optimal solutions. Since none of these
Pareto-optimal solutions can be identified as
being better than any others without further

consideration, our goal is to find as many
Pareto-optimal solutions as possible and in-
clude preference information to choose one of
them as the final classifier. With this aim, we
use a multiobjective algorithm which is spec-
ified in the next section.

3.4 Evolutionary Algorithm

The main steps of our algorithm are based on
the well-known SPEA2. This algorithm was
designed by Zitzler, Laumanns and Thiele[23].
It is a Pareto Front based multi-objective evo-
lutionary algorithm that introduces some in-
teresting concepts, such as an external eli-
tist set of non-dominated solutions, a fitness
assignment schema which takes into account
how many individuals each individual dom-
inates and is dominated by, a nearest neigh-
bour density estimation technique and a trun-
cation method that guarantees the preserva-
tion of boundary solutions. The general out-
line of our algorithm is the following:

BEGIN

Generate random initial population of rules, P0

and empty archive (external set) A0.
Set t = 0.
DO

Calculate fitness values of individuals in
Pt and At.
At+1 = nondominated individuals in
Pt and At.
IF (size of At+1 > N)

Reduce At+1.
ELSE IF (size of At+1 < N)

Fill At+1 with dominated individuals in
Pt and At.

END-IF
Fill mating pool with binary tournament
selection with replacement on At+1.
Apply recombination and mutation
operators to the mating pool and
set Pt+1 to the resulting population.
Set t = t + 1

UNTIL an acceptable classification rule is
found or the specified maximum number of
generations has been reached.

END
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4 Experiments and Results

To evaluate the suitability of MOG3P-MI in
solving the web index recommendation prob-
lem, we have compare its results with G3P-MI
[21] (a previous version of the algorithm with
uniobjective fitness) and with the results re-
ported by Zhou et al. [22] that analysed sev-
eral variants of the kNN algorithm over these
data sets. This section introduces employed
data sets, explains some configuration aspects
of the algorithms tested and analyzes the re-
sults obtained.

4.1 Dataset and Running Parameters

Experiments have been done in nine data sets,
in each one of which one different volunteer
labelled 113 web index pages according to
his/her interests. For each data set, 75 web
index pages are randomly selected as training
bags while the remaining 38 index pages are
used as test bags. We follow exactly the same
setup as [22].

These data sets can be categorized into three
categories. The first one comprises datasets
1 to 3, and corresponds to users that ignore
a high percentage of pages (selective users);
the second category (datasets 4 to 6) con-
tains users that accept a high percentage of re-
ceived pages (permissive users). Finally, the
third category, which we have called balanced
users, is made up of users who accept and re-
ject pages to the same degree. Table 1 shows

Table 1: Experimental data sets

Training Test
Dataset Pos Neg Pos Neg

1 17 58 4 34
2 18 57 3 35
3 14 61 7 31
4 56 19 33 5
5 62 13 27 11
6 60 15 29 9
7 39 36 16 22
8 35 40 20 18
9 37 38 18 20

Table 2: Global Experimental Results.

Acc Se Sp
Fretcit-kNN 0.8103 0.7007 0.7803
Txt-KNN 0.7233 0.7380 0.4847
Citation-KNN 0.7577 0.6073 0.7407
G3P-MI 0.7810 0.7723 0.7297
MOG3P-MI 0.8480 0.7793 0.7567
Fretcit-kNN1 0.8043 0.7117 0.7420
Citation-KNN1 0.7357 0.7020 0.5283
Txt-KNN1 0.7630 0.6130 0.7207
G3P-MI1 0.7313 0.9403 0.4013
MOG3P-MI1 0.8420 0.8727 0.7037
1 Using frecuency of words

a description of data sets evaluated. Given
that a recommendation system must manage
all kind of users, a good profile learner should
be able to generate reliable user models re-
gardless of the type of information available.
Due to this, in the next section we will exam-
ine the results obtained with each considered
category.

Both MOG3P-MI and G3P-MI algorithms
have been implemented in the JCLEC frame-
work [18]. The parameters used in all GP runs
were: population size: 1000, generations: 100,
crossover probability: 95%, mutation proba-
bility: 15%, selection method for both par-
ents: tournament selection) and maximum
tree depth 15. All experiments are repeated
five times with different seeds, and average
values were used in report performed in the
next section.

4.2 Experimental Results

Table 2 shows results obtained over all avail-
able datasets. This table is splitted in two
section. The first one corresponds to the re-
sults obtained with a boolean page represen-
tation (see Section 3.1 and Figure 1a) while
the lower section corresponds to a numerical,
frequency-based, representation of pages (see
Figure 1b).

As we can see, MOG3P-MI achieves the most
accurate, selective and specific results, ob-
taining the most accurate user models both

Proceedings of IPMU’08 1117



Table 3: Summary results

Selective users Permisive users Balanced users
Algorithm Acc Se Sp Acc Se Sp Acc Se Sp

Txt-KNN 0.795 0.636 0.822 0.805 0.863 0.194 0.570 0.715 0.438
Citation-KNN 0.803 0.397 0.868 0.796 0.863 0.577 0.674 0.562 0.777
Fretcit-kNN 0.879 0.579 0.919 0.854 0.924 0.634 0.698 0.599 0.788
G3P-MI 0.807 0.690 0.919 0.825 0.877 0.628 0.711 0.750 0.642
MOG3P-MI 0.904 0.579 0.950 0.868 0.975 0.557 0.772 0.784 0.763

Txt-KNN1 0.795 0.519 0.843 0.812 0.851 0.264 0.600 0.736 0.478
Citation-KNN1 0.833 0.402 0.907 0.782 0.851 0.498 0.674 0.586 0.757
Fretcit-kNN1 0.870 0.615 0.904 0.811 0.916 0.470 0.732 0.604 0.852
G3P-MI1 0.845 0.821 0.904 0.823 1.000 0.201 0.526 1.000 0.099
MOG3P-MI1 0.895 0.774 0.919 0.860 1.000 0.466 0.771 0.844 0.726
1 Using frecuency of words

with boolean and numerical representations.
G3P-MI algorithm gets worse results with
a boolean representation. In the case of a
numeric representation although it obtains
slightly higher sensitivity values, gives up too
much the specificity values. This means that
its models do not identify correctly what does
not interests users and therefore they are not
so dependable. With respect to the rest of
techniques (kNN variants), all of them show
worse results in all metrics studied. There-
fore, we conclude that our algorithm is more
reliable (that is, it achieves better balanced
results both user interests and does not in-
terest) getting in all cases the best results in
global accuracy.

With regard to the study over different kinds
of data sets, Table 3 shows the results grouped
by the different type of users. As can be seen
in the first column, MOG3P-MI gets compet-
itive results in the case of selective users, with
very accurate and specific profiles (better ac-
curacy and specificity values) without an im-
portant losing of sensitivity values. This re-
sult is specially important, because in this
case there is not enough information about
the interests of users and learning the correct
profile is a specially difficult task. The sec-
ond column shows the results in the case of
permissive users. As can be seen, MOG3P-
MI obtains better results than other tech-

niques with respect to the sensitivity measure
and similar results for the specificity measure.
This case, working in the MIL framework,
have a greater difficulty because, although we
have enough information about the interests
of the user, we do not know which specific
links are of interest; we only know that the
page contains at least one link that interests
to the user. Even so, our new algorithm ob-
tains competitive results, improving the ac-
curacy obtained with respect to the other al-
gorithms. Finally, the last column shows the
results for balanced users. In this case, our
algorithm remains reliable, providing the best
results in both specificity and sensitivity and
predicting everyone’s tastes very well.

Another advantage of our system is the ability
to generate comprehensive rules that are easy
to understand and provide user profiles with
representative information about the user’s
interest. This comprehensibility of rules is
greater when we use a boolean representa-
tion than we use a numerical representation,
because the use of term frequencies is less
friendly than a list of user preferences. This
fact can be shown by means of the following
examples of rules obtained with our system
using both representations:

Firstly, we show a rule obtained for the first
user/dataset using boolean representation.
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IF ( (no contain financial) ∨
(contain violence ∧ no contain science) ∨
(no contain services ∧ no contain web) )
THEN Recommend page to V1 user.
ELSE No recommend page to V1 user.

We can learn by mean of this rule what topics
can be recommended to the user. Thus, user
1 is interested in such topics as violence and is
not interested in financial or services or web.

Secondly, we show a rule obtained for the first
user/datset using numerical representacion.

IF ( (frech > 16) ∨ (house > 11) ∨
(science > 2 ∧ edt > 20 ) ∨
(aol > 7) ∨ ( online > 6) )
THEN Recommend page to V1 user.
ELSE No recommend page to V1 user.

We can see that this rule is more complex be-
cause the words are limited by their frequency
and it is more difficult to identify the user
preferences. For this, although both represen-
tations obtain similar results, after this study
we can conclude that numerical representa-
tion are less interesting because they obtain
less comprehensive rules.

5 Conclusions and Future Work

This paper describes the use of MOG3P-
MI for the generation of content-based user
profiles, and compares its results with other
techniques applied over a Web Index Recom-
mendation problem. As have been proved,
MOG3P-MI obtains significantly better re-
sults than other techniques in terms of ac-
curacy, sensitivity and specificity and gener-
ates interpretable hypotheses with few terms.
Also, this representation allows us to export
easily acquired knwoledge to new examples.

Although the results are interesting, there are
still quite a few considerations that will surely
increase the model results. Thus, it would be
interesting to employ feature selection tech-
niques that allow us to reduce the number
of attributes considered. Our proposal has
problems with search space that are too large,
a reduction in space would enhance the re-
sults. Another interesting aspect is the choice

of a concrete solution to be selected from the
Pareto optimal set. This set of solutions can
not determinate if one is better than another
without some information about specific pref-
erences. Thus, we are studying various mea-
sures that identify, within the set of user mod-
els obtained, which of them can be expected
to be better at identifying new topics of inter-
est for the user.
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