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Abstract. This paper presents a new cooperative-coevolutive algorithm for the 
design of Radial Basis Function Networks (RBFNs) for classification problems. 
The algorithm promotes a coevolutive environment where each individual 
represents a radial basis function (RBF) and the entire population is responsible 
for the final solution. As credit assignment three quality factors are considered 
which measure the role of the RBFs in the whole RBFN. In order to calculate 
the application probability of the coevolutive operators a Fuzzy Rule Base 
System has been used. The algorithm evaluation with different datasets has 
shown promising results. 
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1   Introduction 

Nowadays, Radial Basis Function Networks (RBFNs) are one of the most important 
Artificial Neural Network paradigms in the machine learning field and have been 
used successfully in many areas such as pattern classification [4], function 
approximation [7] and time series prediction [22], among others. RBFs were initially 
used for numerical interpolation and function approximation [17], but the first 
research on neural networks based on RBFs [10][3] was carried out at the end of the 
eighties. RBFNs have interesting characteristics, such as a simple topological 
structure, universal approximation ability [14] and a local response which depends on 
the center and the width (radius) of the RBF. 

The goal of RBFN learning is to determine the centers, widths and the linear output 
weights connecting the RBFs to the output neuron layer. The most traditional learning 
procedure has two stages: first, the centers and widths are determined and finally the 
output weights are established. Clustering techniques [15] are normally used to adjust 
the centers. The widths may be set with the same value, or may reflect the width of 
the clusters/RBFs previously calculated, or the average distance between RBFs, etc. 
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In order to obtain the weights in the second stage, algorithms such as SVD [6] or 
gradient-based [23] can be used. 

Another important paradigm for the RBFN design is evolutionary computation [1]. 
In most of the proposals within this evolutionary paradigm [4] an individual 
represents a whole RBFN, and different operators are applied to the entire population 
to improve individual fitness. Nevertheless evolutionary computation for this learning 
problem has some difficulties, especially the evaluation of independent sub-
components (RBFs) [16]. Cooperative Coevolution [16] extends the basic 
computational model of evolution to provide a framework within which the 
individuals in the population represent only a part of the solution and evolve in 
parallel, not only competing to survive but also cooperating in order to find a common 
solution at the same time. 

The authors have developed a hybrid proposal for RBFN design [18] which 
includes techniques like cooperative-coevolution, fuzzy rule base systems and 
traditional minimization algorithms, applied to function approximation and time 
series prediction. In this paper we present an important adaptation of our hybrid 
model for solving classification problems. For this objective it is necessary to adapt 
the structure of the network and its training algorithms as well as the method for 
calculating the credit assignment for an individual. 

The organization of this paper is as follows: Section II introduces  RBFNs and their 
optimization. In Section III our coevolutionary proposal for the design of the RBFNs 
is shown. The experimentation carried out is described in Section IV and finally, in 
Section V conclusions and future work are described. 

 

Fig. 1. Radial Basis Function Network 

2   Classification with Radial Basis Function Networks 

An RBFN is a feedforward neural network with three layers: an input layer with n 
nodes, a hidden layer with m neurons or RBFs, and an output layer with one or 
several nodes, see Figure 1. The m neurons of the hidden layer are activated by a 
radially-symmetric basis function, φi:R

n → R, which can be defined in several ways. 
From all the possible choices for φi, the Gaussian function is the most widely  
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the width (radius), and  is typically the Euclidean norm on Rn. This expression is 

the one used in this paper as Radial Basis Function (RBF). The output nodes 
implement equation 1. 
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In a classification environment, the RBFN has to perform a mapping from an input 
space Xn to a finite set of classes Y with k classes. For this, a typical training set S is: 
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where ux
G

 is the feature vector and yu is the class it belongs to. Usually, in the 

classification scenario, the number of outputs of the RBFN corresponds to the number 
of classes (k). To train the network, the class membership yu is encoded into a binary 
vector k

uz }1,0{∈G  through the relation i
uz
G

 = 1 iff yu = i, and i
uz
G

 = 0 otherwise. The 

output class of the network will be the network output with maximum activation.  
Different methods for the learning of RBFNs for classification problems have been 

set out in the specialized bibliography, and some of these use evolutionary algorithms 
(see [4][8][12] among others). Nevertheless, existing approaches represent a complete 
RBFN in an individual and typically suffer from the problems of a high runtime and a 
premature convergence in local minima. These problems can be overcome with the 
evolution of single RBFs in a cooperative-competitive scenario, as our proposal 
considers. In the specialized bibliography few cooperative coevolutionary procedures 
have been implemented up to now ([22][18][20]), due to difficulties in the credit 
assignment strategy which must promote competition among similar RBFs and 
cooperation among the different ones at the same time. 

3   CoEvRBFN: A Coevolutive Hybrid Algorithm for RBFNs 
Design  

A hybrid coevolutive approach for solve classification problems is proposed . In this 
approach each individual of the population represents a basis function and the entire 
population is responsible for the final solution. This allows for an environment where 
the individuals cooperate towards a definitive solution. However, they also compete 
for survival, since if their performance is poor they will be eliminated. 

This scenario of coevolution reinforces the local operation (neurons with local 
response) and the interpretability of this kind of network and establishes an important 
design guideline in our algorithm. In order to measure the credit assignment of an 
individual, three factors have been proposed to evaluate the role of the RBF in the 
network. To decide the operators’ application probability over a certain RBF  
the algorithm uses a Fuzzy Rule Based System (FRBS). The factors proposed for the 
credit assignment have been used as input parameters of the FRBS. In this proposal  
a new operator has been introduced and the expert knowledge has been adjusted.  
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The main steps of CoEvRBFN, explained in the following subsection, are shown in 
the pseudocode: 

 
1. Initialize RBFN 
2. Train RBFN 
3. Evaluate RBFs 
4. Apply operators to RBFs 
5. Substitute the RBFs that were eliminated 
6. Select the best RBFs 
7. If the stop-condition is not verified go to step 2 

3.1   RBFN Initialization 

To define the initial network a simple process is used. The number of neurons 
specified (i.e. the size of population, m) is randomly allocated among the different 
classes of the training set.  

Each RBF center , 
ic
G , is randomly established to a pattern of the training set, taking 

into account that the RBFs must be distributed equitably between the different classes. 
The widths, di, will be set to half of the average distance among the centers. Finally 
the weights, wij , are set to zero. 

3.2   RBFN Training 

During this stage weights, widths and centers of RBFs are trained. The proposed 
training exploits the local information that can be obtained from the local RBF 
behaviour. The technique used to calculate the weights is LMS [23]. In the present 
paper new algorithms to train centers and widths have been introduced.  

A clustering-based technique for training centers has been used. In this way the 
RBF center, 

ic
G , is modified as follows: 

njhcc ijij …1' =∀±=  (3) 

The increase or decrease of the old center is decided by means of a random number 
h (0 ≤ h ≤ 0.1·di). The center is varied in order to approximate it to the average of the 
patterns which belong to the RBF class and inside its RBF width. 

The objective of the width training is that the most of the patterns belonging to the 
RBF class will be inside the RBF width. In this way the RBF width is modified as 
follows: 
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where h, is a random number (0 ≤ h ≤ 0.1·d); npco and npci, are the number of 
patterns belonging to the RBF class respectively outside and inside the RBF width; 
npnci determines the number of patterns not belonging to the RBF class which are 
inside its width; and mdpco is the minimum distance between the RBF center and the 
patterns belonging to the RBF class outside its width.   
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3.3   RBF Evaluation 

A credit assignment mechanism is required in order to evaluate the role of each base 
function in the coevolutive environment. For this purpose, three parameters, ai , ei , oi 
are used for each RBF φi. 

The contribution, ai, of the RBF φι,  i=1…m,   for the RBFN output is determined by 
considering the weight, wi, and the number of patterns of the training set inside its width, 
pii , in order to penalize the RBF with a low weight and few patterns inside its width:  
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where q is the average of the pii values minus twice standard deviation of the pii 
values.  

The error measure, ei, for each RBF φi, is obtained by counting the wrongly 
classified patterns inside its radius: 

i

i
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where pibci and pii are the number of wrongly classified patterns and the number of  
all patterns inside the RBF width respectively. 

The overlapping of the RBF φi and the other RBFs is quantified by using the 
parameter oi. This parameter is calculated by taking into account the fitness sharing 
[5] methodology, whose aim is to maintain the diversity in the population. The factor 
is expressed as: 
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 where oij measures the overlapping of the RBF φi y φ j, j=1…m  

3.4   Applying Operators to RBFs 

In this paper three operators have been proposed to be applied to the RBFs. With 
respect to the previous work [18] the mutation operator has been changed and the new 
operator has been introduced. 

• Operator REMOVE: is an operator which eliminates an RBF. 
• Operator MUTATION: is an operator which modifies the width of the RBF, with a 

probability inversely proportional to the number of features of the classification 
problem (n), in a percentage between 10% and 20% of the old width. This operator 
also alters the center, modifying its coordinates in the same proportion as the width 
mutation. The number of coordinates to mutate is randomly obtained between 1% 
and 25% of the total number of features. 

• Operator NULL: in this case no operator is applied to the RBF.  

The operators will be applied to the whole population of RBFs. The probability for 
choosing an operator is determined by means of the Mamdani [9] fuzzy system, 
whose inputs are the parameters ai, ei and oi. These determine the credit assignment to 
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each RBF. These inputs are considered as linguistic variables  vai, vei and  voi , and the 
outputs are premove, pmutation and pnull, which represent the probability of applying the 
operators REMOVE, MUTATION  and NULL respectively.  

Figure 2 shows the membership functions for the inputs and outputs linguistic 
labels respectively. The number of linguistic labels has been empirically determined, 
with centers and bases directly related to their meaning. Table 1 shows the rule base 
used to relate the described antecedents and consequents. The low number of rules 
allows a simpler fuzzy system to be designed. 

To design the set of rules we take into account the fact that an RBF is worse if its 
contribution (ai) is low, its error (ei) is high and its overlapping (oi) is also high. On 
the other hand an RBF is better when its contribution is high, its error is low and its 
overlapping is also low. Therefore, as the probability of eliminating a basis function 
increases, the associated RBF becomes worse. However, as the probability of not 
modifying an RBF increases, the associated basis function improves. 

 

Fig. 2. Right: inputs variables membership functions for the FRBS. Left: output variables 
membership function. 

Table 1. Rule base used in the FRBS 

 Antecedents Consequents 
 va ve vo premove pmutation pnull 

R1 L   M-L M-H L 
R2 M   L H M-L 
R3 H   L H M-L 
R4  L  L H M-H 
R5  M  M-L H M-L  

 Antecedents Consequents 
 va ve vo premove pmutation pnull 

R6  H  M-H M-H L 
R7   L L H L 
R8   M M-L H M-L 
R9   H M-H M-H M-H  

3.5   Introduction of New RBFs 

In this step of the algorithm, the eliminated RBFs are substitute by new RBFs. A new 
technique of introduction of new RBFs has been developed in order to solve 
classification problems. The new RBFs will be located in the center of the largest 
zones wronly classified outside of any RBF width. The width of the new RBF will be 
set to the average of the RBFs present in the population. 

3.6   Selection of the Best RBFs 

After applying the mutation operator new RBFs appear. In this stage the new RBFs 
are compared with their parents in order to determine the RBFs with the best 
behaviour. 
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4   Experimental Results 

The data sets used in this section were obtained from the UCI Repository of Machine 
Learning Database: Iris, Wine, Wbcd and Glass. The population size is the same as 
the number of classes in the benchmark used. The estimation of the generalization 
capacity for the RBFNs is obtained by means of the ten-fold cross-validation, and the 
number of generations is fixed at 200. Tables 2-5 show the results obtained with 
CoEvRBFN and with different RFBN learning algorithms described in the specialized 
bibliography. An analysis of the results shows that: 

• CoEvRBFN obtains RBFNs with a simple structure (the number of RBFs equals 
the number of classes) and with results comparable to other methods. It implies 
that the final network is more interpretable, an important characteristic in 
classification problems. 

• The generalization capacity is higher than the other methods in Iris, Wine and 
Wbcd problems, and a bit lower in the Glass problem, but with a very low number 
of RBFs. 

Table 2. Results obtained with Iris dataset 

Algorithm 
RBf 

nodes 
Classification 

rate (%) 
Netlab[11]   4.5 96 
Bing Yu[2] 6 97.33 
Newrb[13] 9 79.37 
Wallace[21] 3 98 
Tian [19] 14.1 97.2 
Topchy[20] 5 95.6 
CoEvRBFN 3 98.3  

Table 3. Results obtained with Wine dataset 

Algorithm 
RBf 

nodes 
Classification 

rate (%) 
Netlab[11] 3 98.9 
Bing Yu[2] 20 96.3 
Newrb[13] 58 92.8 
Tian[19] 81.9 95.0 
CoEvRBFN 3 98.9  

 
Table 4. Results obtained with Wbcd dataset 

Algorithm 
RBf 

nodes 
Classification 

rate (%) 
Netlab[11] 2.2 97.1 
Wallace[21] 2 96.6 
CoEvRBFN 2 98.2  

Table 5. Results obtained with Glass Dataset 

Algorithm 
RBf 

nodes 
Classification 

rate (%) 
Bing Yu[2] 27 86.2 
Newrb[13] 87 78.5 
CoEvRBFN 7 74.7  

5   Conclusions 

In this work a new hybrid coevolutive algorithm for the optimization of the 
parameters defining an RBFN for classification problems has been proposed. An 
important key point of the presented proposal is the identification of the role (credit 
assignment) of each basis function in the whole network. In order to evaluate this 
value of a given RBF, three factors are used: the RBF contribution to the network's 
output, ai; the error in the basis function radius, ei; and the degree of overlapping 
among RBFs, oi. In order to drive the coevolutive process three operators are used: 
elimination, mutation or maintaining the given individual/RBF. The application of 
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these is determined by a fuzzy rule-based system. The inputs of this system are the 
three parameters, ai, ei, and oi, used for credit assignment. Finally the RBFN 
characteristic parameters, centers, widths and weights are trained with local methods 
among coevolutive generations. 

The proposed approach has been evaluated using well-known benchmarks, and the 
results obtained are comparable with other more mature methods. 

As future work a deeper study of the operators and training methods of the 
individuals will be carried out. 
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