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Abstract The main objective of this research is to auto-

matically design Artificial Neural Network models with

sigmoid basis units for multiclassification tasks in predic-

tive microbiology. The classifiers obtained achieve a dou-

ble objective: a high classification level in the dataset and

high classification levels for each class. The Memetic

Pareto Differential Evolution Neural Network chosen to

learn the structure and weights of the Neural Networks is a

Differential Evolutionary approach based on the Pareto

Differential Evolution multiobjective evolutionary algo-

rithm. The Pareto Differential Evolution algorithm is

augmented with a local search using the improved Resilient

Backpropagation with backtracking–iRprop? algorithm.

To analyze the robustness of this methodology, it has been

applied to two complex classification problems in predic-

tive microbiology (Staphylococcus aureus and Shigella

flexneri). The results obtained show that the generalization

ability and the classification rate in each class can be more

efficiently improved within this multiobjective algorithm.

Keywords Differential evolution � Memetic algorithms �
Multiclassification � Multiobjective � Neural networks �
Predictive microbiology

1 Introduction

Growth/No-Growth models have appeared in the predictive

microbiology field as an approach to determine the growth

ability of microorganisms. In this respect, many studies

have been published in recent years for both spoilage and

pathogenic microorganisms. This fact is mainly due to the

need to gain more knowledge about microbial behaviour in

limiting conditions that prevent growth, by using mathe-

matical models. Consequently, these mathematical models

may lead to more realistic estimations of food safety risks

and can provide useful quantitative data for the develop-

ment of processes which lead to the production of safer

food products [14].

The main problems in modeling microbial interface are

related to its abrupt transition, i.e., the great change in the

value of growth probability (p) within the very narrow

range of environmental factors encountered between

growth and no-growth conditions. Thus, to more properly

define the interface, growth and no-growth should only be

considered if all replicas (reproductions of the same con-

ditions in environmental parameters), or at least a very high

percentage of them, grow or do not grow, respectively. In

this paper four observed microbial responses are obtained

based on the growth probability of a microorganism,

(p = 1 (growth), G; 0.5 B p \ 1 (high growth probability),

GHP; 0 \ p \ 0.5 (low growth probability), GLP, and

p = 0 (no-growth), NG).

A classifier design method is usually an algorithm that

develops a classifier to approximate an unknown input–

output mapping function from finitely available data, i.e.,

training samples. Once this classifier has been designed, it

can be used to predict class labels (G, GHP, GLP or NG)

that correspond to unseen samples. Hence, the objective in

developing a good classifier is to ensure high prediction
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accuracy for unseen future data, i.e., testing capability.

Many techniques have been proposed to improve the

overall testing capability of classifier designed methods

(assuming, for example, the maximization of the correct

classification rate or Accuracy, C), but very few methods

maintain this capacity in all classes [assuming, for exam-

ple, maximization of the correct classification of each class

(Minimum sensitivity, MS)].

Thus this paper proposes the simultaneous optimization

of the two conflicting objectives for the determination of

the growth limits of two pathogens, Staphylococcus aureus

and Shigella flexneri. The algorithms that optimize two or

more objectives are known as Multi-Objective Evolution-

ary learning Algorithms (MOEA) [8]. When these algo-

rithms train Artificial Neural Networks (ANNs) [49], this is

known as Multiobjective Evolutionary Artificial Neural

Networks (MOEANNs), some of its main exponents being

Abbass [2] and Jin [29].

Our algorithm is based on Differential Evolution (DE),

proposed as a new heuristic by Storn and Price [42] for the

minimization of functions in totally ordered spaces. DE

selects three parents and applies the crossover operator

to generate new individuals that will be included in the

population. The main author who uses DE with MOEANNs

is H. Abbass in his PDE algorithm (Pareto Differential

Evolution, [2]) and the MPANN ones (Memetic Pareto

Artificial Neural Networks, [1]).

The basic structure of our MOEA has been modified by

introducing an additional step, where some individuals in

the population have been enhanced by a local search

method. The local search algorithm used is the improved

Resilient Backpropagation (iRprop?) algorithm [28]. For

this purpose, a Memetic Pareto Differential Evolu-

tion Neural Network (MPDENN) algorithm has been

developed.

The rest of the paper is organized as follows: Sect. 2

shows related work with predictive microbiology while

Sect. 3 describes the MPDENN algorithm, followed by the

experimental design in Sect. 4. Section 5 shows the results

obtained and finally, our conclusions are explained in

Sect. 6.

2 Related studies

2.1 Predictive microbiology

In food microbiology, during the past few years, much

effort has been directed to develop models describing the

combined effects of the factors in microbe growth [3, 9,

48]. Response Surface Models (RSM) are the most fre-

quent techniques used to describe the relationships between

the combinations of factors and growth curve parameters

[7, 26], but new methods based on Artificial Intelligence

(AI), are being introduced, such as the application of ANN

[13, 15–18, 21, 24, 25, 44].

Knowledge of how different food product properties,

environment and history are able to influence the micro-

flora which develop when food is stored is an important

first step towards forecasting its commercial shelf-life,

alterations and safety.

The food industry is constantly creating new microbial

habitats, either deliberately when developing new products

or new formulae for traditional ones, or by chance, as a

consequence of the deviations in the composition of raw

materials or in the production process. In order to be able to

predict microbial behavior in each new situation and esti-

mate its consequences with respect to the safety and quality

of food, there has to be an exact definition of the food

environment and how this will influence microbial growth

and survival.

Boundary models have been used in the predictive

microbiology field as an approach to determine the growth

ability of microorganisms. In this respect, several studies

have been published in recent years about both spoilage

and pathogenic microorganisms. This fact is mainly due to

the need to use mathematical models to gain knowledge

about microbial behaviour in limiting conditions that just

prevent growth. Consequently, these mathematical models

may lead to more realistic estimations of food safety risks,

and can provide useful quantitative data for the develop-

ment of processes that permit the production of safer food

products [30]. Several mathematical approaches have been

developed based on: deterministic estimates of the minimal

values of environmental parameters where growth can

occur [36]; polynomial and non-linear equations [37, 43]

that can be built using a logistic regression procedure

proposed by [39]; or ANNs which can be applied to define

growth/no-growth interfaces of microorganisms [22].

Hajmeer and Basheer [20] used a Probabilistic Neural

Network (PNN) approach for the classification of bacte-

rial growth/no-growth data and for modeling the growth

probability of a pathogenic Escherichia coli R31 in

response to temperature and water activity. They found that

PNNs were shown to outperform linear and non-linear

regression models in both classification accuracy and ease.

Later on, ANNs were used to predict the growth/no-growth

interface [44] and survival/death of E. coli O157:H7 in

mayonnaise model systems [47], or Listeria monocytoge-

nes in chorizos [23].

Many pattern classification systems were developed for

two-class classification problems and theoretical studies of

learning have focused almost entirely on learning binary

functions [35] including the well-known support vector

machines (SVM) [46] or ANN algorithms such as the

perceptron or the error back-propagation algorithm [6]. For
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most of these algorithms, the extension from two-class to

multi-class pattern classification problems is not trivial, and

often leads to unexpected complexity or weaker perfor-

mances [19, 38].

To the best of our knowledge, very few attempts have

been made in the predictive microbiology field, including a

multi-classification structure to model microbial growth/

no-growth. One approach was the study by Le Marc et al.

[31] that combined the concept of the Minimum Convex

Polyhedron (MCP) previously introduced in [4] with a

logistic regression method to model microbial growth/no-

growth boundaries. They obtained predicted probabilities

corresponding to zones of the model domain belonging to

growth, no-growth and uncertainty regions. However, the

uncertainty region was built in zones where no data were

available. Besides, the MCP was linked to microbial

observations in ComBase (where no available data are

found in some cases) and has also been used in combina-

tion with a logistic regression model.

3 Learning methodology

The beginning of this section describes the neural net-

works, an explanation of Accuracy and Minimum sensi-

tivity and the fitness functions employed. The proposed

algorithms are shown and the section concludes with a

description of the local search algorithm used.

3.1 Base classifier

The standard feedforward Multilayer Perceptron (MLP)

neural networks considered for multiclassification prob-

lems had one input layer with independent variables or

features, one hidden layer with sigmoidal hidden nodes and

one output layer with J linear nodes.

Let a coded ‘‘1-of-J’’ outcome variable be y, (that is, the

outcomes have the form y = (y(1), y(2),…, y(J)), where

y(j) = 1 if the pattern belongs to class j, and y(j) = 0, in

other cases); and a vector x = (1, x1, x2,…, xK) of input

variables, where K is the number of inputs (assuming that

the vector of inputs includes the constant term to accom-

modate the intercept or bias). The model of an MLP can be

described by the following equation:

flðx; hlÞ ¼ bl
0 þ

XM

j¼1

bl
jrj wj

0 þ
XK

i¼1

wj
ixi

 !
;

for l ¼ 1; . . .; J;

where h ¼ fh1; . . .; hJgT
is the transpose matrix containing

all the neural net weights, hl ¼ fbl
0; . . .; bl

M;w1; . . .;wMg is

the vector of weights of the l-th output node, bl ¼
fbl

0; . . .; bl
Mg is the vector of the connection weight between

the hidden layer and the output layer, M is the number of

hidden nodes, wj ¼ fwj
0; . . .;wj

Kg; for j ¼ 1; . . .;M, is the

vector of input weights of the hidden node j and r(�) is the

sigmoidal activation function.

In order to tackle this classification problem, the outputs

of the model have been interpreted from the point of view

of probability through the use of the softmax activation

function [40], which is given by:

plðx; hlÞ ¼
exp flðx; hlÞPJ
j¼1 exp fjðx; hjÞ

; for l ¼ 1; . . .; J; ð1Þ

where fjðx; hlÞ is the output of the j output neuron for

pattern x and plðx; hlÞ is the probability that pattern x has of

belonging to class j.

Using the softmax activation function presented in

expression 1, the class predicted by the MLP corresponds

to the node in the output layer whose output value is the

greatest. In this way, the optimum classification rule C(x) is

the following:

CðxÞ ¼ bl; where bl ¼ argmaxl plðx; hlÞ;
for l ¼ 1; . . .; J:

The best MLP is determined by means of a MOEA

(detailed in Sect. 3.4) that optimizes the error function

given by the negative log-likelihood for N observations

associated with the MLP model:

L�ðhÞ ¼ 1

N

XN

n¼1

�
XJ�1

l¼1

yðlÞn flðxn; hlÞ þ log
XJ�1

l¼1

exp flðxn; hlÞ
" #

,

ð2Þ

where y
ðlÞ
n is equal to 1 if pattern xn belongs to the l-th class

and is equal to 0 otherwise. From a statistical point of view,

this approach can be seen as nonlinear multinominal

logistic regression, where log-likelihood is optimized using

a MOEA.

3.2 Accuracy and minimum sensitivity

This section presents two measures to evaluate a classifier:

the Correct Classification Rate or Accuracy, C, and Mini-

mum sensitivity, MS. To evaluate a classifier, the machine

learning community has traditionally used C to measure its

default performance. Actually, it is only necessary to

realize that C cannot capture all the different behavioral

aspects found in two different classifiers in multiclassifi-

cation problems. For these problems, two performance

measures are considered: traditionally-used C and MS in all

classes, that is, the lowest percentage of examples correctly

predicted as belonging to each class, Si, with respect to the

total number of examples in the corresponding class,

MS = min{Si}. The pair made up of MS versus
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C (MS, C) expresses two features associated with a clas-

sifier: global performance (C) and the rate of the worst

classified class (MS). The selection of MS as a measure that

is complementary to C can be justified by considering that

C is the weighted average of the Sensitivities of each class.

For a more detailed description of these measures, see [12].

The MS–C point of view allows us to represent the

classifiers in a two dimensional space to visualize their

performance, regardless of the number of classes in the

problem. Concretely, MS is represented on the horizontal

axis and C on the vertical axis. One point in (MS, C) space

dominates another if it is above it and to the right, i.e. it has

greater C and the best MS. Let C and MS be associated with

the classifier g, then MS B C B 1 - (1 - MS)p*, where p*

is the minimum for estimated prior probabilities. There-

fore, each classifier will be represented as a point in the

white region in Fig. 1; hence the area outside of the tri-

angle is marked as unfeasible.

The area inside the triangle in Fig. 1 may be feasible or

not (attainable), depending upon the classifier and the

difficulty of the problem. A priori, it could seem that MS

and C objectives could be positively correlated, but while

this may be true for small values of MS and C, it is not so

for values close to 1 in either MS or C. Thus competitive

objectives are at the top right corner of the white region.

This fact justifies the use of a MOEA.

3.3 Fitness functions

When there is an available training dataset D = {(xn, yn);

n = 1, 2,…, N}, where xn = (x1n,…, xkn) is the random

vector of measurements taking values in X � RK , and yn is

the class level of the n-th individual, C is defined by:

C ¼ ð1=NÞ
XN

n¼1

ðIðCðxnÞ ¼ ynÞÞ;

where I(�) is the zero-one loss function, yn is the desired

output for pattern n and N is the total number of patterns in

the dataset. A good classifier tries to achieve the highest

possible C in a given problem. However, the C measure is a

discontinuous function, which makes convergence more

difficult in neural network optimization.

Thus, instead of C, it is the continuous function given in

expression 2 that is considered, which is also called

Entropy (E). The advantage of using the error function

Eðg; hÞ instead of C is that this is a continuous function,

which makes the convergence more robust.

As a first objective, a strictly decreasing transformation

of the Eðg; hÞ is proposed as the fitness measure to

maximize:

AðgÞ ¼ 1

1þ Eðg; hÞ ; 0\AðgÞ� 1;

where g is the multivaluated function:

gðx; hÞ ¼ g1ðx; h1Þ; . . .; gJðx; hJÞð Þ:

The second objective to maximize is the MS of the clas-

sifier, that is, maximizing the lowest percentage of exam-

ples correctly predicted as belonging to each class with

respect to the total number of examples in the corre-

sponding class.

3.4 Memetic pareto algorithm

A MOEA is constructed with a local search algorithm,

called Memetic Pareto Differential Evolutionary Neural

Network (MPDENN), that tries to move the classifier

population towards the optimum classifier located at the

(1,1) point in the (MS, C) space (see Fig. 1). The MOEA

proposed is based on the PDE [2] and the local search

algorithm is the Improved Resilient Backpropagation–

iRprop? [27].

The Memetic Multiobjective Evolutionary Neural Net-

work algorithm used in this work considers a fully speci-

fied ANN as an individual and it evolves architectures and

connection weights simultaneously. The ANNs are repre-

sented using an object-oriented approach and the algorithm

deals directly with the ANN phenotype. Each connection is

specified by a binary value, which indicates whether the

connection exists, and a real value representing its weight.

The MPDENN is based on the algorithm described in

[11]. In MPDENN, local search does not apply to all off-

spring to be added to the population. Instead, the most

representative offspring of the population are optimized

throughout several generations. The pseudocode of

MPDENN is shown in Fig. 2.

The algorithm starts generating a random population P0

of size M. The population is sorted according to the non-

domination concept (one individual dominates another if itFig. 1 Unfeasible region in two dimensional (MS, C) space
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is better or equal in all objectives and better in at least one

of them). Dominated individuals are removed from the

population. Then the population is adjusted until its size is

between 3 and a half the maximum size by adding domi-

nated individuals or deleting individuals according to their

distance from the nearest neighbour respectively. After

that, the population is completed with new offspring

generated from three randomly selected individuals in the

population. The child is generated applying the crossover

operator to the three parents (a1, a2 and a3). The resultant

child is a perturbation of the main parent (a1). This per-

turbation occurs with a probability pc for each neuron. It

may be: structural, according to expression (1), so that

neurons are removed or added to the hidden layer; or

parametric, according to expression (2) (for the hidden

layer); or (3) (for the output layer), where the weight of the

main parent (a1) is modified by its difference from the

weights of the secondary parents (a2 and a3), and multi-

plied by a random variable with normal distribution,

N(0,1).

qchild
h  1 if qa1

h þ
� �

N 0; 1ð Þ qa2

h � qa3

h

� �
� 0:5

0 otherwise

�
; ð3Þ

wchild
ih  wa1

ih þ N 0; 1ð Þ wa2

ih � wa3

ih

� �
; ð4Þ

wchild
ho  wa1

ho þ N 0; 1ð Þ wa2

ho � wa3

ho

� �
; ð5Þ

where qa1

h ; qa2

h and qa3

h represent whether or not the hidden

neuron h is in the parents a1, a2 and a3, respectively; wa1

ih is

the weight between the input neuron i and hidden neuron

h in the parent a1 and wa1

ho is the weight between the hidden

neuron h and output neuron o in the parent a1.

Afterwards, the mutation operator is applied to the child.

The mutation operator consists in adding or deleting neu-

rons in the hidden layer depending on a pm probability for

each of them. Taking into account the maximum number of

hidden neurons that may exist in an individual in a specific

problem, the probability will be used the same number of

times as the number of neurons that are found in the

classifier. If the neuron exists, it is deleted, but if it does not

exist, then it is created and the weights are established

randomly, according to expression (6).

qchild
h  1 if qchild

h ¼ 0

0 otherwise

�
: ð6Þ

Finally, the child is added to the population according to

dominance relationships with the main parent, that is, the

child is added if it dominates the main parent a1, if there is

not dominance relationship with him or if it is the best

child of the M rejected children (where M is the population

size). In some generations, depending on the size of the

first Pareto front, local search is applied to all individuals in

the first Pareto front or the most representative individuals

in this front (obtained by the K-means algorithm [32]).

Local search is explained in Sect. 3.5.

Figure 3 shows the framework of the algorithm pro-

posed in this paper.

3.5 Local search algorithm

Evolutionary Algorithms (EAs) are improved by the

incorporation of local search procedures throughout their

evolution. Some studies that were carried out on the con-

vergence process of a genetic algorithm in a concrete

optimization problem, show that although the genetic

algorithm quickly finds good solutions to the problem, it

needs many generations to reach the optimum solution and

it has great difficulties in finding the best solution when it is

in a region near a global optimum. It is well-known that

certain local procedures are able to find the local optimum

when the search is carried out in a small region of the

Fig. 2 MPDENN algorithm

pseudocode
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space. Therefore, in the combination of EA and local

procedures, EA is going to carry out a global search inside

the solution space, locating ANNs near the global opti-

mum, and the local procedure will quickly and efficiently

find the best solution. This type of algorithm is called the

Memetic or Hybrid Algorithm [34].

Many MOEAs use local optimizers to fine-tune ANN

weights. This is called ‘‘lifetime learning’’ and it consists in

updating each individual regarding the approximation

error. In addition, the weights modified during lifetime

learning are encoded back to the chromosome, which is

known as the Lamarckian type of inheritance. This pro-

cedure has a high computational cost which is something

that should be avoided; this is the reason behind the fol-

lowing proposal:

The local search algorithm is only applied in three

generations of evolution once the population is completed

(the first initially, the second in the middle and the third at

the end). Thus, local search is not applied to those offspring

who are rejected. Local search does not apply to all indi-

viduals, only to the most representative. The process for

selecting these individuals is as follows: if the number of

individuals in the first Pareto front is lower than or equal to

the desired number of clusters (num), a local search is

carried out on all individuals in the first front without

needing to apply K-means [32]. But, if the number of

individuals in the first front is greater than num, the

K-means is applied to the first front to get the most rep-

resentative num individuals, who will then be the object of

a local search.

This local search will improve the obtained Pareto front

in only one objective, specifically in the direction of the

objective that tries to minimize the classification error.

In our opinion, one of the best techniques in terms of

convergence speed, accuracy and robustness with respect

to its parameters is the Rprop (resilient Backpropagation)

algorithm [28], although classic algorithms like Back-

propagation are also frequently used. Rprop is a learning

heuristic for supervised learning in artificial neural net-

works. Like the Manhattan update rule, Rprop takes into

account only the sign of the partial derivative in all patterns

(not the magnitude), and acts independently on each

weight. For each weight, if there is a sign of change in the

partial derivative of the total error function compared to the

previous iteration, the update value for that weight is

multiplied by a factor g-. If the last iteration produces the

same sign, the update value is multiplied by a factor g?.

The update values are calculated for each weight in the

above manner, and finally each weight is changed by its

own updated value, in the opposite direction of that

Fig. 3 Framework for MPDENN
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weight’s partial derivative, so as to minimize the total error

function.

The improved Rprop–iRprop? algorithm has recently

been proposed. It applies a backtracking strategy (i.e. it

decides whether to take a step back along a weight direc-

tion or not by means of a heuristic, ‘‘?’’ being the incor-

poration of backtracking). The improvement is based on

the consideration that a change in the partial derivative sign

implies that the algorithm has jumped over a local mini-

mum, but does not indicate whether the weight update has

caused an increase or a decrease. The idea behind modi-

fying Rprop? is to make the step reversal dependent on the

evolution of the error. These considerations lead to the rule

that those weight updates that have caused changes to the

signs of their corresponding partial derivatives are reverted,

but only in the case of an increase in error. It has been

shown in several benchmark problems [27] that the

improved Rprop with backtracking exhibits consistently

better performance than the original Rprop algorithm, and

that is why it is used. The iRprop? local optimizer has been

adapted to (1) the softmax activation function, and (2) the

cross-entropy error function, modifying the gradient func-

tion for weights in the hidden and output layers.

4 Experiments

To analyze the robustness of the proposed methodology,

the experimental design considers two complex problems

on predictive microbiology for describing the behavior of

pathogen and spoilage micro-organisms under a given set

of environmental conditions. The objective is to determine

the conditions under which these microorganisms can be

classified as G/GHP/GLP/NG, and to create a neural clas-

sifier for this purpose. The problems that have been spe-

cifically taken into consideration are the pathogen growth

limits of Staphylococcus aureus and Shigella flexneri.

In all the experiments, the population size for MPDENN

is established at M = 25. The crossover probability is

0.8 and the mutation probability is 0.1. For iRprop?, the

adopted parameters are gþ ¼ 1:2; g� ¼ 0:5; D0 ¼ 0:0125

(the initial value of the Dij), Dmin ¼ 0; Dmax ¼ 50 and

Epochs = 25, see [28] for the iRprop? parameter

description. The optimization process is applied 3 times

during the execution (every 33.33% of generations) and

uses num = 5 cluster in the clustering algorithm. To start

processing data, each one of the input variables was scaled

in the interval [-1.0, 1.0] to avoid saturation of the signal.

Table 1 shows the features for each dataset. The total

number of instances or patterns in each dataset appears, as

well as the number of instances in training and testing sets,

the number of input variables, the total number of instances

per class and the p* value (the minimum of prior estimated

probabilities). A fractional factorial design matrix form

was used. This design is normally used in predictive

microbiology (in [45] the fractional factorial design for

Staphylococcus aureus is presented and in [48], for

Shighella flexneri). For example, to determine the data

belonging to the training set and the generalization set of

the S. flexneri dataset, the conditions of sodium chloride

and sodium nitrite were selected alternately at the same

level of temperature and pH, as shown in Table 2. The

objective of this selection was to define the training set data

that actually represents the border areas in order to obtain a

better fit.

During the experiment, models were trained using the

fitness function A(g) (based on E, see Sect. 3.3) and MS

as objective functions, but when validated, C was used.

A(g) was used instead of C in training because C is a

discontinuous function, which makes convergence more

difficult in optimization.

The results obtained with the MPDENN algorithm have

been compared to those obtained by PDE, MPANN and

MPENSGA2 (Memetic Pareto Evolutionary approach

based on the NSGA2 evolutionary algorithm) algorithms.

The PDE [2] and MPANN [1] algorithms have been

developed by H. Abbass and are a benchmark in the evo-

lution differential with neural networks. The MPENSGA2

algorithm has been developed by Fernández et al. [12] and

Table 1 Datasets characteristics

Dataset #Patterns #Training

patterns

#Test

patterns

#Input

variables

#Patterns

per class

p*

S. aureus 287 146 141 3 (117, 45, 12, 113) 0.0418

S. flexneri 123 76 47 5 (39, 8, 7, 69) 0.0569

Table 2 Fractional factorial design for S. flexneri

SN (ppm) 0 50 100 200 1,000

SC(%)

0.5 � � � � �
2.5 � � � � �

4.0 � � � � �

SN sodium nitrite, SC sodium chloride

� = training patterns, � = generalization patterns

Evol. Intel. (2010) 3:187–199 193

123

Author's personal copy



is a memetic version of the NSGA2 algorithm (Non-

dominated Sort Genetic Algorithm 2, [10]).

Once the Pareto front is built, two methodologies are

considered in order to build a neural network model which

then includes the information about the models within it.

These are called MethodName-E and MethodName-MS

(where MethodName takes the values MPDENN, PDE,

MPANN and MPENSGA2). These methodologies provide

single models that can be compared to other classification

methods found in the literature. The process followed in

these methodologies is the following: once the first Pareto

front is calculated using training set patterns, the best

individual belonging to the Pareto front on E (EI) is chosen

for MethodName-E, and the best individual in terms of MS

(MSI) is selected for MethodName-MS. Once this is done,

the values of C and MS are obtained by testing the EI and

MSI individual models. Therefore an individual EIG ¼
ðMSEI

G ;C
EI
G Þ is obtained along with an individual

MSIG ¼ ðMSMSI
G ;CMSI

G Þ. This is repeated 30 times and then

estimations are made of the average and standard deviation

obtained from the individuals EIG ¼ ðMS
EI

G ;C
EI

G Þ and

MSIG ¼ ðMS
MSI

G ;C
MSI

G Þ. The first expression is the average

obtained taking E into account as the primary objective,

and the second one is obtained by taking MS into account

as the primary objective. So, the opposite extremes of the

Pareto front are taken in each of the executions. Hence, the

first procedure is called MethodName-E and the second

MethodName-MS.

The runtime of each algorithm will also be measured

during the evolutionary process. This measure will allow us

to estimate the computational cost and efficiency of each of

the algorithms.

Therefore, to evaluate the goodness and performance of

the algorithms, the results of C, MS, RMSE (Root Mean

Squared Error) and Cohen’s kappa [5] are analyzed with

respect to generalization. Moreover, the runtime of the

training process will also be considered.

The following subsections describe the two real prob-

lems selected for predictive microbiology.

4.1 Staphylococcus aureus

Staphylococcus aureus has been recognized as an indicator

of deficient food and processing hygiene and is a major

cause of food gastroenteritis worldwide [41]. A fractional

factorial design was followed in order to ascertain the

growth limits of Staphylococcus aureus [45] by carefully

choosing a subset (fraction) of the experimental runs of a

full factorial design in order to reduce experimental time

and resources. The selection was based on delimiting the

levels of the environmental factors studied for the growth/

no-growth domain of S. aureus [43]. Since no growth was

detected at 7.5�C or below, data were collected at 8�,

10�, 13�, 16� and 19�C, at pH levels from 4.5 to 7.5 (0.5

intervals) and at 19aw levels (from 0.856 to 0.999 at regular

intervals). The initial dataset (287 conditions) was divided

into two parts: model data (training set, 146 conditions

covering the extreme domain of the model) and validation

data (generalization set, 141 conditions within the interpo-

lation region of the model). Among the different conditions,

there were 117 cases of G, 45 cases of GHP, 12 cases of

GLP and 113 cases of NG. The purpose of this selection was

to define a dataset for model data focused on the extreme

regions of the growth/no-growth domain that the boundary

zones actually represent. In this study, the number of rep-

licates per condition (n = 30) increased compared to other

studies obtaining the growth/no-growth transition.

4.2 Shigella flexneri

Shighella flexneri is an important causative agent of

gastrointestinal illness [48]. An incomplete factorial

design was used to assess the effects of temperature

(12�, 15�, 19�, 28�, 37�C), initial pH (5.5, 6.0, 6.5, 7.0,

7.5), sodium chloride (0.5, 2.5, 4.0%) and sodium nitrite

(0, 50, 100, 200, 1,000 ppm). Data are obtained from 375

cultures, representing 123 variable combinations. The

number of replicate cultures tested for each variable

combination is given in Table 2 in the cited paper [48].

This data was used to derive the models to predict the

anaerobic growth of Shighella flexneri as a function of

temperature, sodium chloride and sodium nitrite concen-

trations and initial pH. The growth kinetics data for each

variable combination are summarized in the cited Table 2.

Growth of Shighella flexneri was not observed under the

conditions corresponding to 40 of the variable combina-

tions studied. An additional 15 variable combinations

resulted in environments where some of the replicate cul-

tures grew, while others did not produce any; these are

listed in Table 3 in the cited paper. Among the different

conditions, there were 39 cases of G, 8 cases of GHP,

7 cases of GLP and 69 cases of NG.

5 Results

Table 3 presents the values of average and Standard

Deviation (SD) for testing C, testing MS, testing RMSE,

testing Cohen’s kappa and training runtime in 30 runs of all

the experiments performed. It can be seen that the

MPDENN algorithm produces good results in Staphylo-

coccus aureus and similar results to a better algorithm

(MPENSGA2) in Shighella flexneri, but with less runtime.

In fact, from a purely descriptive point of view, the

MPDENN algorithm is the fastest algorithm and it obtains
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best value of MS in S. aureus (getting the second best result

in the other metrics). In S. flexneri, the MPDENN algo-

rithm is the second best algorithm, because it obtains the

second best result in four of the five metrics. For all these

reasons, we can say that the algorithm MPDENN is com-

petitive with other algorithms in accuracy and much better

at runtime.

Figures 4 and 5 show the graphical results obtained for

the MPDENN algorithm for the Staphylococcus aureus and

Shigella flexneri datasets, respectively, in the training

(MS, A(g)) and the test (MS, C) spaces. For the (MS, A(g))

space, the Pareto front is selected for one specific run

output of the 30 done for each dataset, concretely the

execution that presents the best E individual in training,

where A(g) and MS are the objectives that guide MPDENN.

The (MS, C) testing graphs show MS and C values

throughout the testing set for the individuals who are

reflected in the (MS, A(g)) training graphs. Observe that the

Table 3 Statistical results for MPDENN, PDE, MPANN and MPENSGA2

Methodology C (%) MS (%) RMSE Cohen’s kappa Runtime (s)

Mean ± SD Mean ± SD Mean ± SD Mean ± SD Mean ± SD

Staphylococcus aureus

MPDENN-E 73.03 ± 1.53 0.00 ± 0.00 0.30 ± 0.01 0.56 ± 0.03 48.72 ± 3.70

MPDENN-MS 55.01 ± 7.97 21.81 ± 14.02 0.39 ± 0.03 0.37 ± 0.09 48.72 ± 3.70

PDE-E 71.27 ± 2.50 0.00 ± 0.00 0.32 ± 0.01 0.53 ± 0.03 49.34 ± 5.24

PDE-MS 53.52 ± 6.57 20.59 ± 10.98 0.38 ± 0.02 0.39 ± 0.05 49.34 ± 5.24

MPANN-E 74.44 ± 1.41 0.00 ± 0.00 0.29 ± 0.01 0.59 ± 0.02 309.14 ± 11.51

MPANN-MS 66.71 ± 8.87 9.36 ± 10.82 0.33 ± 0.04 0.49 ± 0.11 309.14 ± 11.51

MPENSGA2-E 69.65 ± 2.92 0.00 ± 0.00 0.35 ± 0.01 0.49 ± 0.05 158.92 ± 36.13

MPENSGA2-MS 56.71 ± 5.09 20.00 ± 10.50 0.39 ± 0.01 0.39 ± 0.06 158.92 ± 36.13

Shighella flexneri

MPDENN-E 87.02 ± 1.16 0.00 ± 0.00 0.22 ± 0.01 0.76 ± 0.02 249.12 ± 13.99

MPDENN-MS 86.59 ± 2.80 2.22 ± 8.45 0.21 ± 0.01 0.76 ± 0.02 249.12 ± 13.99

PDE-E 83.75 ± 1.04 0.00 ± 0.00 0.22 ± 0.01 0.73 ± 0.04 234.90 ± 17.93

PDE-MS 84.04 ± 3.77 9.77 ± 14.82 0.22 ± 0.02 0.73 ± 0.04 234.90 ± 17.93

MPANN-E 87.02 ± 0.85 0.00 ± 0.00 0.23 ± 0.01 0.76 ± 0.02 1956.93 ± 45.28

MPANN-MS 87.02 ± 0.85 0.00 ± 0.00 0.23 ± 0.01 0.76 ± 0.02 1956.93 ± 45.28

MPENSGA2-E 88.63 ± 1.63 5.55 ± 12.63 0.21 ± 0.01 0.79 ± 0.03 1681.41 ± 203.78

MPENSGA2-MS 88.63 ± 1.63 5.55 ± 12.63 0.21 ± 0.01 0.79 ± 0.03 1681.41 ± 203.78

The best result is in bold face and the second best result in italic

Fig. 4 Pareto front in

training (MS, A(g)) and

(MS, C) associated values

in training and testing for

S. aureus dataset in one

specific run
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(MS, C) values do not form Pareto fronts in testing, and the

individuals that had been in the first Pareto front in the

training graphics may now find themselves located in a

worse region in the space. In general the structure of a

Pareto front in training is not maintained in testing.

Sometimes it is very difficult to obtain classifiers with a

high percentage of classification and a high percentage of

sensitivity, and for this reason some fronts have very few

individuals. Finally, so that the reader can observe the

training classification error versus MS for the MPDENN

algorithm, a graph example has been included in Fig. 4 for

the S. aureus dataset. This figure shows the Pareto front in

training in the (MS, A(g)) space and the associated values

in the (MS, C) space in training and testing during one

specific run.

Table 4 shows the best model for S. aureus in the

(MS, C) space considering the best model under the

methodology MPDENN-MS. Also included in Table 4 are

Fig. 5 Pareto front in training

(MS, A(g)) and

(MS, C) associated values in

testing for for S. flexneri dataset

in one specific run

Table 4 Probability expression

of the best MLP model

for S. aureus

Performance of this model:

Accuracy in the training set

(CT), Accuracy in the

generalization set (CG),

Minimum sensitivity in the

training set (MST), Minimum

sensitivity in the generalization

set (MSG), RMSE in the training

set (RMSET), RMSE in the

generalization set (RMSEG),

Cohen’s kappa in the training

set (KappaT) and Cohen’s kappa

in the generalization set

(KappaG). Confusion Matrix for

the training set (CMT) and for

the generalization set (CMG)

Best model for S. aureus in (MS, C) space considering MS (MPDENN-MS)

pGðx; hÞ ¼ ef1 ðx;hÞ

1þ
P3

i¼1
efi ðx;hÞ

pGHPðx; hÞ ¼ ef2 ðx;hÞ

1þ
P3

i¼1
efi ðx;hÞ

pGLPðx; hÞ ¼ ef3 ðx;hÞ

1þ
P3

i¼1
efi ðx;hÞ

pNGðx; hÞ ¼ 1

1þ
P3

i¼1
efi ðx;hÞ

f1(x,h) = 2.08 - 5.00 MLP1 - 3.98 MLP2 ? 5.00 MLP3 - 3.45 MLP4 - 0.78 MLP5

? 3.86 MLP6 - 1.41 MLP7 - 4.75 MLP8 - 0.88 MLP9 ? 1.68 MLP10

f2(x,h) = 2.82 - 2.12 MLP1 - 2.70 MLP2 ? 5.00 MLP3 - 4.88 MLP4 ? 3.63 MLP5

- 5.00 MLP6 - 4.04 MLP7 ? 3.17 MLP8 - 1.68 MLP9 ? 4.99 MLP10

f3(x,h) = - 5.54 ? 0.15 MLP1 - 5.00 MLP2 - 5.00 MLP3 ? 3.38 MLP4 ? 4.99 MLP5

- 2.18 MLP6 ? 5.00 MLP7 ? 4.34 MLP8 ? 3.73 MLP9 ? 0.48 MLP10

f4(x,h) = 0

MLP1 ¼ rð�0:34� 0:72TH � 0:51pHH � 0:72aH

w Þ
MLP2 ¼ rð�1:00� 0:65TH � 0:98pHH � 1:00aH

w Þ
MLP3 ¼ rð0:21þ 0:35TH � 1:00pHH þ 1:00aH

w Þ
MLP4 ¼ rð0:99þ 0:25TH � 0:96pHH � 0:42aH

w Þ
MLP5 ¼ rð�0:41� 0:59TH þ 1:00pHH � 0:99aH

w Þ
MLP6 ¼ rð0:97þ 1:00TH � 0:76pHH þ 1:00aH

w Þ
MLP7 ¼ rð�1:00� 1:00TH þ 0:80pHH þ 0:72aH

w Þ
MLP8 ¼ rð�0:48� 0:85TH � 1:00pHH � 1:00aH

w Þ
MLP9 ¼ rð�0:64� 1:00TH � 0:34pHH � 0:10aH

w Þ
MLP10 ¼ rð0:27þ 0:08TH þ 0:82pHH þ 1:00aH

w Þ
TH; pHH; aH

w 2 ½�1; 1	
CT = 67.81%; MST = 57.14% RMSET = 0.35 KappaT = 0.55

CG = 58.16%; MSG = 0.40% RMSEG = 0.38 KappaG = 0.41

#neurons = 10;#effective connections = 73

CMT ¼

47 11 2 0

3 13 4 2

0 3 4 0

0 6 16 35

0
BB@

1
CCA ; CMG ¼

41 13 3 0

5 10 6 2

0 1 2 2

2 8 17 29

0
BB@

1
CCA
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C, MS, RMSE, Cohen’s kappa and confusion matrices, in

training and generalization. The model structure is com-

plex with 10 MLP nodes in the hidden layer and 73 coef-

ficients or connections. In addition, the three environmental

variables are present in all MLP basic functions, i.e. the

three environmental factors are needed to determine the

growth/no-growth boundary zones.

In order to determine the best methodology for training

MLP neural networks (in the sense of its influence on

C, MS, RMSE and Cohen’s kappa in the test dataset and,

also, the runtime in training), an ANalysis Of the VAriance

of one factor (ANOVA I) statistical method or the non

parametric Kruskal–Wallis (K–W) tests were carried out,

based on a previous Normality Kolmogorov–Smirnov

(K–S) test of generalization C, RMSE, Cohen’s kappa and

training runtime values. The levels of the factor represent

the methodology applied and they are the following:

MPDENN-E (ME), MPDENN-MS (MMS), PDE-E (PE),

PDE-MS (PMS), MPANN-E (MPAE), MPANN-MS

(MPAMS), MPENSGA2-E (MPEE) and MPENSGA2-MS

(MPEMS). It is not possible to perform these tests for MS,

because some methodologies in the two data sets present

zero values. The results of the ANOVA or K–W analysis

for C, RMSE, Cohen’s kappa and training runtime show

that, the effect, in mean, of the methodologies is statisti-

cally significant at a level of 5% for both datasets. Table 5

presents the results obtained using the ANOVA or K–W

test.

Therefore, a post hoc multiple comparison test is per-

formed of the mean C, MS, RMSE, Cohen’s kappa and

training runtime obtained in order to establish an order

between the different methodologies. First, a Levene test

[33] is carried out for evaluating the equality of variances.

Then, if the variances are equal (the normality hypothesis

is satisfied), a Tukey test [33] is performed. In other cases,

a pair-wise Mann–Whitney test in applied. Table 5 pre-

sents the results obtained using the post-hoc Tukey test or

the Mann–Whitney (M–W) test. The mean difference is

significant with p-value = 0.05.

If we analyze the test results for C, we can observe that

the MPDENN-E methodology obtains results that are, in

mean, similar to the obtained with the best methodology

Table 5 p-Values of the

Snedecor’s F ANOVA I or

K–W test and ranking of

means of the Tukey Statistical

multiple comparison tests

or M–W pair test

(*) Snedecor’s F ANOVA I

(�) Kruskal–Walis Test

lA C lB: methodology A yields

better results in mean than

methodology B, but the

difference are not significant;

and lA [lB: methodology A
yields better results in mean

than methodology B with

significant differences. The

binary relations[and C are not

transitive

Staphylococcus aureus Shigella flexneri

A priori test: Snedecor’s F ANOVA I or K–W

C 0.000(*) 0.000(�)

MS 0.000(�) 0.000(�)

RMSE 0.000(*) 0.008(*)

Cohen’s kappa 0.000(*) 0.000(�)

Runtime 0.000(*) 0.000(*)

Post-hoc test: Tukey or M–W

Means lMPAE� lME� lPE� lMPEE� lMPAE;

Ranking of the C � lMPEE� lMPAMS [ lMPEE� lME;

[ lMPEMS� lMMS� lPMS; lMPEE [lPE;

lMPAE [ lMPEE; lME [lPE

lPE [lMPAMS

Means lMMS� lPMS; lPMS� lMPEMS;

Ranking of the MS lMMS� lMPEMS; lPMS� lMMS;

lMMS [lMPAMS lMPEMS� lMMS

Means lMPAE� lME\lPE� lMPEE� lMPEMS� lPE�
Ranking of the RMSE � lMPAMS\lMPEE\lPMS� � lME� lMMS� lPMS�

� lMMS� lMPEMS; � lMPAE� lMPAMS;

lPMS\lMPEMS lMPEMS\lPMS

Means lMPAE� lME� lPE� lMPEE� lMPAE;

Ranking of the Cohen’s kappa � lMPAMS� lMPEE [lPMS� lMPEE� lME;

� lMPEMS� lMMS; lMPEE� lPE;

lMPAE [ lPE; lMPAE� lME;

lME [lMPAMS lMPAE� lPE;

lME� lPE

Means lMPDENN� lPDE\ lPDE� lMPDENN\
Ranking of the runtime \lMPENSGA2\lMPANN \lMPENSGA2\lMPANN
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(MPANN-E in S. aureus and MPENSGA2-E in S. flexneri),

for a level of signification of 5%. The results for MS show

that the MPDENN-MS methodology obtains a performance

that is better than the rest of methodologies in S. aureus

and similar to the obtained with the best methodology in

S. flexneri (PDE-MS) (for a level of signification of 5%).

For both RMSE and Cohen’s kappa, the results show that

the MPDENN-E methodology has no significant differ-

ences with the best methodology (MPANN-E in S. aureus

and MPENSGA2-E in S. flexneri), with a significance level

of 5%. The results for runtime show that the time of

MPDENN and PDE are similar and significantly less than

the time of MPANN and MPENSGA2, in both datasets.

6 Conclusions

This paper studies the application of a memetic algorithm

based on differential evolution in the resolution of multi-

classification problems in predictive microbiology. This

algorithm is meant to obtain competitive results in the

Minimum sensitivity and Accuracy space (MS, C), and also

decrease the computational cost to reduce the runtime. We

have proposed applying local search to the most repre-

sentative individuals in the population, selected through

clustering techniques, to optimize the most promising

individuals. This memetic algorithm has obtained similar

results (no significant differences) in all the metrics used

with respect to the best algorithm (MPANN in S. aureus

and MPENSGA2 in S. flexneri), but MPDENN runs faster

in both datasets. For this reason we recommend using the

MPDENN to address multiclass problems when good

results are desired in a reduced runtime.

The existence of classes GHP and GLP are clearly jus-

tified since in certain zones of the model domain, microbial

responses are more variable and therefore, a classification

into G or NG cannot be established. In these conditions

which approach microbial growth limits, the probability of

belonging to class GHP and GLP is higher.

The proposed methodology can help predictive model-

ers to better define the growth boundaries of microorgan-

isms and to model the microbial variability associated to

these conditions.

Some suggestions for future research are the following:

to use the MPDENN algorithm on other predictive

microbiology datasets, such as Listeria monocytogenes

[23] or Escherichia coli R31 [47], to adapt the algorithm to

unbalanced datasets by resampling techniques and to use

more metrics to determine the performance of classifiers

obtained.
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