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Abstract. Data Mining is most commonly used in attempts to induce association rules from transac-
tion data which can help decision-makers easily analyze thedata and make good decisions regarding
the domains concerned. Most conventional studies are focused on binary or discrete-valued trans-
action data, however the data in real-world applications usually consists of quantitative values. In
the last years, many researches have proposed Genetic Algorithms for mining interesting association
rules from quantitative data. In this paper, we present a study of three genetic association rules ex-
traction methods to show their effectiveness for mining quantitative association rules. Experimental
results over two real-world databases are showed.
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1. Introduction

Data Mining (DM) is the process used for the automatic discovery of high level knowledge through ob-
taining information from real-world, large and complex data sets. In the last decade, the digital revolution
has provided relatively inexpensive and accessible means to collect and store data. The increase in data
volume has caused greater difficulty in the extraction of useful information for decision support. The use
of DM to facilitate decision support can lead to the improvedperformance of decision making and can
enable the tackling of new types of problems that have not been addressed before [30, 36].

Discovering association rules is one of several data miningtechniques described in the literature [15].
Association rules are used to represent and identify dependencies between items in a database [42].
These are an expression of the typeX → Y , whereX andY are sets of items andX ∩ Y = ⊘. This
means that if all the items in X exist in a transaction then allthe items in Y with a high probability
are also in the transaction, andX andY should not have any common items [1, 2]. Knowledge of
this type of relationship can enable proactive decision making to proceed from the inferred data. Many
problem domains have a need for this type of analysis, including risk management, medical diagnostic,
fire management in national forests and others. For example,fire management decision makers can make
better decisions regarding prescribed burns and other suppression techniques when looking at current
climatic information, if they know how these climatic factors influence fire risk.

Many previous studies for mining association rules focusedon databases with binary or discrete
values, however the data in real-world applications usually consists of quantitative values. While the
classical algorithms are effective and efficient, they can difficulty be used directly in the discovery of
association rules from quantitative data because the numerical attributes typically contain many distinct
values. A commonly used method is to partition the domains introducing new attributes with intervals.
The support for any particular value is likely to be low, while the support for intervals is much higher.
So, quantitative association rules such asAge ∈ [5, 10] → height ∈ [0.5, 1.5] can be discovered using
classical algorithms.

Lately, many researchers have proposed Evolutionary Algorithms (EAs) [10] for mining quantitative
association rules [27, 28, 29, 40]. EAs, particularly Genetic Algorithms (GAs) [12, 19], are considered
to be one of the most successful search techniques for complex problems and it has proved to be an
important technique for learning and knowledge extraction. The main motivation for applying GAs to
knowledge extraction tasks is that they are robust and adaptive search methods that perform a global
search in place of candidate solutions (for instance, rulesor other forms of knowledge representation).
Moreover, GAs let us obtain feasible solutions in a limited amount of time. Hence, there has been
growing interest in EAs in the field of DM [9, 11, 14, 21, 31, 38].

The aim of this paper is to show the effectiveness of GAs for mining quantitative association rules.
We present an experimental study of two real-world databases to show the behaviour of three GAs for
mining association rules:

• EARMGA: Evolutionary Association Rules Mining with Genetic Algorithm [40]

• GAR: Genetic Association Rules [29],

• GENAR: GENetic Association Rules [28],

As a point of reference, we must highlight the two following keypoints in the study:
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• This study includes the comparative analysis of two classical methods, a Tree-based implementa-
tion of Apriori [7] and Eclat [41], using a uniform partitionin each quantitative attribute.

• An important aspect in the analysis of the genetic extraction is the scalability of methods. Ex-
periments have also been carried out paying attention to thescalability of the genetic extraction
methods.

This paper is arranged as follows. The next section providesa brief preliminary on genetic rules
extraction. Section 3 describes the five methods included inthe study. Section 4 shows the results of
experimental studies that have been performed on two real-world databases. Finally, Section 5 provides
some conclusions.

2. Preliminary: Genetic Rules Extraction

Although GAs were not specifically designed for learning, but rather as global search algorithms, they
offer a set of advantages for machine learning. Many methodologies for machine learning are based on
the search for a good model inside the space of possible models. In this sense, they are very flexible be-
cause the same GA can be used with different representations. Genetic learning processes cover different
levels of complexity according to the structural changes produced by the algorithm, from the simplest
case of parameter optimization to the highest level of complexity for learning the rule set of a rule-based
system, via the coding approach and the cooperation or competition between chromosomes.

When considering a rule based system and focusing on learning rules, the different genetic learning
methods follow two approaches in order to encode rules within a population of individuals [17]:

• The ”Chromosome = Set of rules”, also called the Pittsburgh approach, in which each individual
represents a rule set [32]. In this case, a chromosome evolves a complete Rule Base (RB) and they
compete among themselves along the evolutionary process. GASSITS and GABIL are proposals
that follows this approach [4, 5, 23].

• The ”Chromosome = Rule” approach, in which each individual codifies a single rule, and the
whole rule set is provided by combining several individualsin a population (rule cooperation) or
via different evolutionary runs (rule competition). Within the ”Chromosome = Rule” approach,
there are three generic proposals:

– Michigan approach, in which each individual codifies an association rule. These kinds of sys-
tems are usually called learning classifier systems [18]. They are rule-based, messagepassing
systems that employ reinforcement learning and a GA to learnrules that guide their per-
formance in a given environment. The GA is used for detectingnew rules that replace the
bad ones via the competition between the chromosomes in the evolutionary process. An
interesting study on the topic can be found in [34].

– The IRL (Iterative Rule Learning) approach, in which each chromosome represents a rule.
Chromosomes compete in every GA run, choosing the best rule per run. The global solution
is formed by the best rules obtained when the algorithm is runmultiple times. SIA [37] is a
proposal that follows this approach.
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– The GCCL (genetic cooperative-competitive learning) approach, in which the complete pop-
ulation or a subset of it encodes the RB. In this model the chromosomes compete and coop-
erate simultaneously. COGIN [13] is an example of this representation.

In the literature we can find interesting works based on the Michigan approach [39, 40] and the IRL
approach [28, 29] for mining association rules from quantitative data.

3. Association Rules Mining: Algorithms for the Analysis

In this paper, we have analyzed five methods for mining association rules:

• Classical algorithms: Apriori [7, 33] and Eclat [41].

• GAs for mining association rules: EARMGA [40], GAR [29] and GENAR [28].

In the next subsections we describe these methods in detail.First, we introduce the classical methods
and then the methods based on GAs for mining association rules.

3.1. Association rules mining through classical algorithms: Apriori and Eclat

In this study we use two classical algorithms as a point of reference, Apriori and Eclat. Among classical
algorithms, it is worthwhile to mention Apriori because is the first successful algorithm used for mining
association rules. Several implementations based on this method can be found in the literature, with the
basic aim of speeding up the support counting [6, 7, 16]. In this paper, we have used a fast implementation
of Apriori which uses Tree [7]. In addition we have chosen to analyze Eclat [41] because it exploits a
different strategy to search for frequent itemsets.

The main aim of Apriori is to exploit the search space by meansof the downward closure prop-
erty. The latter states that any subset of a frequent itemset mustalso be frequent. As a consequence, it
generates candidates for the current iteration by means of itemsets considered frequent at the previous
iteration. Then it enumerates all the subsets for each transaction and increments the support of candi-
dates matching them. Finally, those having the user-specified minimum support (minSup) are marked
as frequent for the next iteration. This process is repeateduntil all frequent itemsets have been found.
Thus, Apriori follows abreadth-firststrategy to generate candidates.

By contrast, Eclat employs adepth-first strategy. It generates candidates by extending prefixes of an
itemset until an infrequent one is found. In that case, it simply backtracks to the previous prefix and then
recursively applies the above procedure. Unlike Apriori, the support counting is achieved by adopting
a vertical layout. That is, for all the items in a database, itfirst constructs a list of all the transaction
identifiers (tid-list) containing that item. Then it countsthe support by merely intersecting two or more
tid-lists to check whether they have items in common. In thatcase, the support is equal to the size of the
resulting set.

These algorithms usually identify relationships among transactions in databases with binary values,
however the data in real-world applications usually consist of quantitative values. The classical algo-
rithms are effective and efficient but they can difficulty be used directly in the discovery of association
rules from quantitative data. A commonly used method is to partition the domains introducing new at-
tributes with intervals. So quantitative association rules can be discovered using classical algorithms.
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Task partition, however, is a critical problem in the extraction of association rules because the infor-
mation is not classified, as opposed to classification models. In this paper we use a uniform partition
in each quantitative attribute [26], the usual discretization method used when we don’t have additional
information for using methods based on the information theory [35, 25] or other concepts [22].

3.2. Association rules mining through genetic algorithms:EARMGA, GAR and GENAR

We have used three GAs in the literature to achieve the association rules mining task:

• EARMGA [40]: It is based on the discovery of quantitative association rules.

• GAR [29]: It searches for frequent itemsets by dealing with numerical domains.

• GENAR [28]: It directly mines association rules by handlingnumerical domains.

A chromosome in EARMGA encodes a generalized k-rule, where kindicates the desired length.
Since we may handle association rules with more than one itemin the consequent, the first gene stores an
index representing the end of the antecedent part. In order to uniquely encode a rule into a chromosome,
both antecedent attributes and consequent attributes are sorted two-segmentally in an ascending order.
Then the remaining k genes encode items. Each item is represented by a pair of values, where the first
value is an attribute’s index ranged from 1 to the maximum number of attributes in the database, whereas
the second stands for agapped interval. The authors have defined a gapped interval as the union of a finite
number ofbase intervalsobtained once a uniform discretization process has been accomplished over all
attributes in the database. Notice that we do not need to partition the domains of categorical attributes
because here the lower and the upper bounds basically coincide. Nevertheless, a base interval is always
represented by an integer number apart from the kind of attributes we deal with. As a consequence, a
gapped interval is a set of these integers. Now we will give some details of the genetic operators applied
to each chromosome:

• Selection: it is achieved by computing the fitness value along with a random number, so that the
chromosome will be selected only if this product is less thana given probability of selection (ps).

• Crossover: all the selected chromosomes have the chance to reproduce offspring at a probability
of crossover (pc). This operation simply consists of exchanging a segment of genes between the
first chromosome and the second one and vice-versa, depending on two crossover-points randomly
generated.

• Mutation: by considering both a probability of mutation (pm) and the fitness value, a chromosome
is altered in the way that the boundary between antecedent attributes and consequent attributes
could be changed within the same rule. In addition, the operator randomly chooses a gene and
modifies the attribute’s index along with the gapped interval associated with it. Notice that the
new gapped interval is always a union of base intervals whichnow form a sub-domain of the new
attribute.

Finally, the association rules mining problem has been restated by the authors of this work because
the algorithm searches for k-association rules only by considering fitness values given by a measure of
interest known as positive confidence [40].
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By contrast, GAR follows different strategies. First, a chromosome is composed of a variable number
of genes, between 2 and n, where n is the maximum number of attributes. However, as we find frequent
itemsets with this method, it is afterwards necessary to runanother procedure in order to generate asso-
ciation rules. Moreover, it is unnecessary to discrete a priori the domain of the attributes since each gene
is represented by an upper and a lower bound along with an identifier for that attribute. To briefly recall
the genetic operators for this method:

• Selection: it simply selects a percentage (ps) of the chromosomes in the current population which
have the best fitness. These ones will be the first individualsof the new-made population.

• Crossover: the new-made population is completed by reproducing offspring until reaching a de-
sired size. To do that, the parents are randomly chosen at a probability of pc. Then, we only obtain
two different offspring when their parents have genes containing the same attribute. In that case,
their intervals could simply be exchanged considering all the possible combinations between them,
but, in the end, two chromosomes should always be generated.Finally, only the best one will be
added to the population.

• Mutation: as usual, at the probability of pm, it alters one gene in such a way that each limit could
randomly decrease or increase its value.

Its fitness function tends to reward frequent itemsets that have a high support as well as a high
number of attributes. In addition, it punishes frequent itemsets which have already covered a record in
the database and whose intervals are too large.

GENAR was the first attempt by the same authors of GAR to handlecontinuous domains. Here a
chromosome is encoded as an association rule which containsintervals as in the case of GAR. Neverthe-
less, the length of the rules is always fixed to the number of attributes and only the last attribute forms the
consequent. Similar considerations can be taken into account regarding the definition of genetic opera-
tors, except for cross-over which employs a one-point strategy to reproduce offspring chromosomes [28].
By contrast, its fitness function only considers the supportcount for the rules and punishes those which
have already covered the same records in the database.

4. Experimental Study

Several experiments have been carried out in this paper to evaluate the efficiency and effectiveness of the
methods considered for comparison. In the following subsections, first we describe the two real-world
databases used in these experiments, then we introduce the experimental set-up (determining all the
parameters used) and analyze the number of intervals per attribute, later on we show the results obtained
in the different experiments, and finally we present an analysis of the scalability of the algorithms.

4.1. Databases

In order to analyze the performance of the methods considered we have considered two real-world
databases:
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• Stulong: It is a database concerning a study of the risk factors of atherosclerosis in a population
of 1419 middle-aged men in the years1976 - 19991. The Stulong database consists of four data
matrices: Entry, Control, Letter and Death. Here, we use thedata of Entry and extract five quan-
titative attributes out of a total of 64 attributes. The selected attributes are height, weight, systolic
blood pressure, diastolic blood pressure and cholesterol level.

• House16H: It concerns a study to predict the median price of the housesin a region by considering
both the demographic composition and the state of housing market. This data was collected as part
of the 1990 US census. These are mostly counts cumulated at different survey levels. For the
purpose of this database, only a level State-Place was used and data from all states was obtained.
This database contains 22,784 transactions and 17 quantitative attributes2.

4.2. Experimental set-up

The values considered for the input parameters of each analyzed method are:

• Apriori and Eclat: minSup = 0.1 and minConf = 0.8.

• EARMGA: maxloop = 100, popsize = 30 (100 with HH), k = 2 (4 with HH), ps = 0.75, pc = 0.7,
pm = 0.1 andα = 0.01.

• GAR: nItemset = 30 (100 with HH), nGen = 100, popsize = 100, ps =0.25, pc = 0.7, pm = 0.1, af
= 2.0,ω = 0.4,ψ = 0.7 andµ = 0.5.

• GENAR: nRules = 30 (100 with HH), nGen = 100, popsize = 100, ps =0.25, pc = 0.7, pm = 0.1,
af = 2.0 and pf = 0.7.

Notice that the number of Itemsets obtained with GAR, the number of rules obtained with GENAR
and the length of the rules obtained with EARMGA are higher inthe problem HH, since the number of
attributes and transactions are higher in this problem. Furthermore, for all the experiments conducted in
this study, the results shown in the tables always refer to association rules having a minimum confidence
(minConf) greater than or equal to0.8.

4.3. Analysis of the interval discretization for quantitative attributes

As we have commented in Subsection 3.1, a commonly used method to discover association rules from
quantitative data is to partition the domains introducing new attributes with intervals. In this paper we
use a uniform partition in each quantitative attribute [26], the usual discretization method used when we
don’t have additional information for using methods based on the information theory [35, 25] or other
concepts [22].

1The study (STULONG) was performed at the2
nd Department of Medicine,1st Faculty of Medicine of Charles University

and Charles University Hospital, under the supervision of Prof. F. Boudk with collaboration of M. Tomeckov and Ass. Prof. J.
Bultas. The data were transferred to electronic form by the European Centre of Medical Informatics, Statisticsand Epidemiology
of Charles University and Academy of Sciences. The data resource is on the web page http://euromise.vse.cz/challenge2004.
At present, the data analysis is supported by the grant of theMinistry of Education CR Nr LN 00B 107
2This database was designed on the basis of data provided by USCensus Bureau [http://www.census.gov] (under Lookup
Access [http://www.census.gov/cdrom/lookup]: Summary Tape File 1).
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The problem is to find appropriate number of intervals for quantitative value more. This problem
was firstly introduced in [33] where the authors pointed out that if too many intervals are defined for
a attributes, rules based on this attributes might not hit minimum support thresholds. Furthermore, too
large an interval results in confidence thresholds not beingmet.

In order to select the number of intervals, several experiments have been carried out with tree, four
and five intervals per attribute. Table 1 shows the results obtained by Apriori and Eclat with these
intervals, where#I stands for the number of the discovered frequent itemsets,#R for the number
of the generated association rules,AvSup andAvConf for, respectively, the average support and the
average confidence of the rules found,AvAmp for the average length of the rules in terms of attributes
involved in the antecedent, and%Tran for the percentage of transactions covered by the rules on the
total transactions in the database.

Table 1. Results for Apriori and Eclat with tree, four and fiveintervals per attribute

Stulong House16H

Method #I #R AvSup AvConf AvAmp %Tran #I #R AvSup AvConf AvAmp %Tran

Apriori-3 73 99 0.35 0.92 2.32 100298573 2175300 0.35 0.98 6.71 100

Apriori-4 77 89 0.30 0.92 1.93 99.85305229 1982211 0.22 0.96 7.00 100

Apriori-5 90 44 0.24 0.99 2.11 100208078 1214084 0.19 0.95 7.30 100

Eclat-3 73 99 0.35 0.92 2.32 100298573 2175300 0.35 0.98 6.71 100

Eclat-4 77 89 0.30 0.92 1.93 99.85305229 1982211 0.22 0.96 7.00 100

Eclat-5 90 44 0.24 0.99 2.11 100208078 1214084 0.19 0.95 7.30 100

Analysing the results obtained inHouse 16H we can see that#I, #R,AvSup andAvConf decrease
along with the increase of the number of intervals. On the other hand, the number of rules that can satisfy
the confidence threshold decreases quickly with the increase of the number of intervals inStulong. So,
a good selection could be to use four intervals per attributein both databases. In the next experiments,
we will use a uniform partition with four intervals for each quantitative attribute present in the databases
if needed by the method.

4.4. Stulong database analysis

The results obtained in this problem by the analyzed methodsare shown in Table 2 (this kind of table
was described in the previous subsection). Analysing the results presented in Table 2, we can present the
following conclusions:

• Genetic association rule extraction methods let us obtain areduced set of association rules in-
volving few attributes in their antecedent, giving the advantage of easier understanding from a
user’s perspective. Notice that the GENAR algorithm generates rules of the maximal length due
to the fact that it always involves all the attributes (without the attribute of the consequent) in the
database.
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Table 2. Results for the database Stulong

Algorithm #I #R AvSup AvConf AvAmp %Tran

Apriori 77 89 0.30 0.92 3 99.85

Eclat 77 89 0.30 0.92 3 99.85

EARMGA - 30 0.32 1.00 1 100

GAR 30 78 0.61 0.94 2 99.93

GENAR - 30 0.88 0.98 4 96.19

• The rules returned by the genetic association rule extraction methods achieve high average confi-
dences and a good coverage of the records (100% with the ERMGAalgorithm with only 30 rules),
providing the user with high quality rules.

An example of quantitative association rule mined out by theanalyzed methods for this problem is:

If Height is [160.0, 196.0] and
Weight is [57.0, 110.0] and
Cholesterol Levelis [185.0, 280.0]
thenDiastolic Blood Pressureis [65.0, 110.0]
Factor of confidence: 0.93

4.5. House16H database analysis

The results obtained in this problem by the analyzed methodsare shown in Table 3 (this kind of table
was described in the previous subsection). Analysing the results presented in Table 3, we can stress the
following facts:

Table 3. Results for the database HH

Algorithm #I #R AvSup AvConf AvAmp %Tran

Apriori 305229 1982211 0.22 0.96 7 100

Eclat 305229 1982211 0.22 0.96 7 100

EARMGA - 100 0.18 1.00 3 100

GAR 100 235 0.37 0.95 2 99.98

GENAR - 100 0.46 0.99 16 88.60

• In this database with more attributes, the classical methods return a large set of association rules
(approximately 2 million) with minimum support and confidence. By contrast, genetic association
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rule extraction methods mine again a reduced set of association rules involving only a few attributes
in their antecedent, giving the advantage of easier understanding from a user’s perspective. Notice
that the GENAR algorithm considers rules of the maximal length due to the fact that it always
involves all the attributes in the database.

• The rules obtained by the genetic association rule extraction methods maintain a good coverage of
the database and a high average confidence, denoting more interesting patterns. For instance, the
EARMGA algorithm mines 100 rules with the best average confidence.

An example of a quantitative association rule mined out by the analyzed methods for this problem is:

If Price is [14292, 84718]
thenPercentage of malesis [0.43, 0.54]
Factor of confidence: 0.94

4.6. Analysis of scalability

Several experiments have also been carried out to analyse the scalability of the methods in the problem
House16H. The methods were implemented in Java and all of the experiments were performed using
a Pentium Corel 2 Quad, 2.5GHz CPU with 4Gb of memory and running Linux. Figures 1 and 2 show
the relationship between the runtime and the number of transactions and attributes, respectively. It can
easily be seen from Figure 1 how the runtime of the classical methods increases compared to the runtime
of the genetic association rule extraction methods as we increase the size of the problem.
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Figure 1. Relationship between the runtime and the number oftransactions with all the attributes
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In Figure 2, we can see that the classical algorithms expend alarge amount of time mining the
association rules when the number of its attributes is high.By contrast, the results plotted in these
figures show that the genetic association rule extraction methods scale quite linearly for the database
used in the experiment. Notice that the EARMGA algorithm obtains the best runtimes, increasing a little
its runtime as we increase the size of the problem.
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Finally, it is worthwhile to remark that the genetic association rule extraction methods expended a
reasonable amount of time mining a reduced set of high quality association rules. Nevertheless, the
runtimes of the genetic association rule extraction methods increase when the population size increases
and, these runtimes could eventually be higher than those ofApriori and Eclat.

5. Concluding Remarks

In this paper, we have presented a study of the genetic extraction of quantitative association rules by
means of GAs. By evaluating the results over two real-world databases, we can make the following
conclusions about the effectiveness of these methods:

• The association rules obtained by genetic association ruleextraction methods maintain a high
confidence and a good coverage of the database, providing theuser with high quality rules.

• Genetic association rule extraction methods let us obtain areduced set of association rules, al-
though the number of rules is restricted by the population size. Moreover, these rules consider few
attributes in the antecedent, giving the advantage of easier understanding from a user’s perspective.

• The runtime of the genetic association rule extraction methods scales quite linearly when we in-
crease the size of the problem.
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In the future, we will attempt to extend this study to includefuzzy DM algorithms for extracting
fuzzy association rules [3, 8, 20, 24].
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