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Abstract. Two extensions of the original Wilson’s editing method are intro-
duced in this paper. These new algorithms are based on estimating probabilities 
from the k-nearest neighbor patterns of an instance, in order to obtain more 
compact edited sets while maintaining the classification rate. Several experi-
ments with synthetic and real data sets are carried out to illustrate the behavior 
of the algorithms proposed here and compare their performance with that of 
other traditional techniques. 

1   Introduction 

Among non-parametric statistical classifiers, the approaches based on neighborhood 
criteria have some interesting properties with respect to other non-parametric meth-
ods. The most immediate advantage makes reference to their simplicity, that is, the 
classification of a new pattern in the feature space is based on the local distribution of 
patterns in the training set that surround the targeted point. 

The Nearest Neighbor (NN) rule [1] is one of the most extensively studied algo-
rithms within the non-parametric classification techniques. Given a set of previously 
labeled prototypes (a training set, TS), this rule assigns a sample to the same class as 
the closest prototype in the set, according to a measure of similarity in the feature 
space. Another extended algorithm is the k nearest neighbors rule (k-NN), in which a 
new pattern is assigned to the class resulting from the majority voting of its k closest 
neighbors. Obviously, the k-NN rule becomes the NN rule for k=1. 

In order to achieve an appropriate convergence of the k-NN rule, it is well known 
its asymptotic behavior with respect to the Bayes classifier for very large TS. On the 
other hand, the larger the TS, the more computational cost is needed, becoming unaf-
fordable for large data sets. 

Prototype Selection (PS) techniques for the k-NN rule are aimed at selecting proto-
types from the original TS to improve and simplify the application of the NN rule. 
Within the PS techniques, we can differentiate two main approaches. A first category 
of techniques try to eliminate from the TS prototypes erroneously labeled, commonly 
outliers, and at the same time, to “clean” the possible overlapping between regions of 
different classes. These techniques are referred in the literature to as Editing, and the 
resulting classification rule is known as Edited NN rule [2]. 

A second group of PS techniques are aimed at selecting a certain subgroup of pro-
totypes that behaves, employing the 1-NN rule, in a similar way to the one obtained 
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by using the totality of the TS. This group of techniques are the so called Condensing 
algorithms and its corresponding Condensed NN rule [2]. 

The application of editing procedures are interesting not only as a tool to reduce 
the classification error associated to NN rules, but also to carry out any later process 
that could benefit from a TS with simpler decision borders and reduced presence of 
outliers in the distributions [5], [7]. The Wilson’s editing algorithm [6] constitutes the 
first formal proposal in these PS techniques, which is still widely used because of its 
effectiveness and simplicity. The present paper presents a new classification rule 
based on the distances from a sample to its k-nearest neighbor prototypes. Using this 
likelihood rule, we present two modifications of Wilson’s editing.  

2   Editing Algorithms 

The common idea to most editing algorithms consists of discarding prototypes that 
are placed in a local region corresponding to a class different from its [5]. As we will 
see later, basically the only thing that varies among the various editing algorithms is 
how they estimate the probability that a sample belongs to a certain class. 

All the algorithms employed in this work are based on the k-NN classifier. Thus 
the k-NN rule can be formally expressed as follows. Let {X, θ}={(x1,θ1) , (x2,θ2) , …,  
(xN,θN)} be a TS with N prototypes from M possible classes, and let Pj = {Pj,i / i = 
1,2,…, Nj } be the set of prototypes from X belonging to class j. The neighborhood 
Nk(x) of a sample x can be defined as the set of prototypes: 

Nk(x) ⊆ P ;   Nk(x)  = k  

∀ p ∈ Nk(x) , q ∈ P – Nk(x) ⇒ d(p, x) ≤ d(q, x);  where   P = ∪
M

i
iP

1=

 

If we now define a new distance between a point and a set of prototypes such as 

dk (x, Pi) = k - Nk(x) ∩ Pi 

then the k-NN classification rule can be defined as:  
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Wilson’s Editing 

Wilson’s editing relies on the idea that, if a prototype is erroneously classified using 
the k-NN, it has to be eliminated from the TS. Thus, all the prototypes in the TS are 
used to determine the k nearest neighbors, except the one being considered, that is, it 
uses the leaving-one-out error estimate. Thus, the Wilson’s editing algorithm [6] can 
be expressed as follows: 

Initialization: S ←X 
For each prototype xi ∈X  do 

Search for the k-nearest neighbors of xi inside X − {xi} 
If δk-NN (xi) ≠ θi  then S ← S − {xi}. 
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This algorithm provides a set of prototypes organized in relatively compact and 
homogenous groups. However, for reduced data sets, it turns out incorrect considering 
that the estimation made on each prototype is statistically independent, which is the 
basis for a correct interpretation of the asymptotic behavior of the NN rule.  

Holdout Editing 

With the aim of avoiding such restrictions, a new editing algorithm was proposed 
based on Wilson’s scheme, but changing the error estimate method. This algorithm, 
called Holdout editing [2], consists of partitioning the TS in m not overlapped blocks, 
making an estimation for each block j, using the block ((j+1) module m) to design the 
sort key. This procedure allows to consider statistical independence, whenever m > 2.  

Make a random partition of X in m blocs, T1, ...,Tm 
For each block  Tj  (j = 1 , . . . , m): 

For each  xi ∈ Tj 
Search for the k  nearest neighbors of  xi   in  T((j+1) mod m) 
If  δk-NN (xi) ≠ θi  then  X← X − {xi} 

Multiedit 

The scheme based on partitions allows the possibility of repeating the editing process 
a certain number of times, say f [2]. In this case, the corresponding algorithm is called 
Multiedit and consists of repeating the Holdout editing but using the 1-NN rule. 

1. Initialization : t ← 0 
2. Repeat until in the last t iterations (t > f) do not take place any prototype 

elimination from the set X. 
2.1 Assign to S the result of applying Holdout editing on X using the 

NN rule. 
2.2 If no new elimination has taken place in 2.1, that is,  ( X  = S  ), 

then t  ← t +1 and  go to step 2. 
2.3 else, assign to X the content of S and make t ← 0. 

For sufficiently large sets, the main advantage of the iterative version is that its be-
havior is significantly better because of the fact it does not have a dependency on 
parameter k, opposite to the previous algorithm.  

The behavior of the editing approaches based on partition gets worse as the size of 
the TS decreases. This degradation of the effectiveness becomes more significant 
when increasing the number of blocks by partition [3]. In fact, for relatively small 
sets, Wilson’s editing works considerably better than the Multiedit algorithm. 

3   Editing by Estimating Conditional Class Probabilities 

For all methods described in previous section, the elimination rule in the editing proc-
ess is based on the k-NN rule. In the editing rules here proposed, the majority voting 
scheme of the k-NN rule is substituted by an estimation of the probability of sample to 
belong to a certain class. 
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The rationale of this approach is aimed at using a classification rule based on local 
information of an instance, like the k-NN, but considering the form of the underlying 
probability distribution in the neighborhood of a point. In order to estimate the values 
of the underlying distributions, we can use the distance between the sample and the 
prototypes. Given a sample, the closer a prototype, the more likely this sample be-
longs to the same class as the one of such a prototype. 

Therefore, let us define the probability Pi(x) that a sample x belongs to a class i as: 

∑
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where pi
j denotes the probability that the k-nearest neighbor xj belongs to class i. Ini-

tially, the values of pi
j for each prototype are set to 1 for its class label assigned in the 

TS, and 0 otherwise. These values could change in case an iterative process is used, 
but this is not the case in the approach we are presenting here. 

The meaning of the above expression states that the probability that a sample x be-
longs to a class i is the weighted average of the probabilities that its k-nearest 
neighbors belong to that class. The weight is inversely proportional to the distance 
from the sample to the corresponding k-nearest neighbor. After normalizing,  
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the class i assigned to a sample x is estimated by the decision rule 
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Using this rule, we propose the editing algorithms described below applying a Wil-
son’s scheme, that is, if the class assigned by the above decision rule does not coin-
cide with the class label of the sample, this sample will be discarded. As we will show 
in the experiments, the use of the rule just introduced, instead of the k-NN rule, makes 
the editing procedure to produce a TS with a good trade-off between TS size and 
classification accuracy, because of the fact that such a decision rule estimates in a 
more accurate way the values of the underlying probability distributions of the differ-
ent classes, estimating locally these values from the k-nearest neighbor samples. 

Editing Algorithm Estimating Class Probabilities (WilsonProb) 

1 Initialization: S ←X  
2 For each prototype x ∈X do 

2.1 Search for the k nearest neighbors of x inside X−{x} 
2.2 If δk-prob (x) ≠ θ , then S ← S − {x}, θ denotes the class of the object x. 

Editing Algorithm Estimating Class Probabilities and Threshold (WilsonTh) 

A variation of the previous algorithm consists of introducing a threshold, 0<µ<1 , in 
the classification rule, with the aim of eliminating those instances whose probability 
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to belong to the class assigned by the rule is not significant. Correspondingly, we are 
removing samples from the TS that are in the decision borders, where the class condi-
tional probabilities overlap and are confusing, in order to obtain edited sets whose 
instances have a high probability of belonging to the class assigned in the TS. 

1 Initialization: S  ←X 
2 For each prototype x ∈X  do 

2.1 Search for the k nearest neighbors of x inside X − {x} 
2.2 If  δk-prob (x) ≠ θ  or  pj  ≤ µ,  do  S ← S − {x}, pj is the maximum of all 

the probabilities of the object x to belong to a class. 

4   Experimental Results and Discussion 

In this section, the behavior of the editing algorithms just introduced is analyzed using 
14 real and synthetic databases taken from the UCI Machine Learning Database Re-
pository [4]. The main characteristics of these data sets are summarized in Table 1.  

Table 1. A brief summary of the experimental databases 

 No. classes No. features No. instances 
Cancer 2 9 683 
Liver 2 6 345 
Heart 2 13 270 
Wine 3 13 178 
Australian 2 42 690 
Balance 3 4 625 
Diabetes 2 8 786 
German 2 24 1002 
Glass 6 9 214 
Ionosphere 2 34 352 
Phoneme 2 5 5404 
Satimage 6 36 6453 
Texture 11 40 5500 
Vehicle 4 18 846 

The experiments consist of applying the 1-NN rule to each of the test sets, where 
the training portion has been preprocessed by means of different editing techniques. 
In particular, apart from the schemes here proposed, Wilson’s editing, the Holdout 
method and the Multiedit algorithm have been also included in this comparative 
study. The 5-fold cross-validation method (80% of the original instances have been 
used as the TS and 20% for test purposes) has been here employed to estimate the 
overall classification accuracy and size reduction rates. 

Table 2 reports the experimental results (classification accuracy and size reduction) 
yielded by the different algorithms over the 14 databases. These results have been 
averaged over the five partitions. Bold figures indicate the bests methods in terms of 
classification accuracy for each database. Italics indicates the highest size reduction. 
Note that typical settings for the algorithms used in the present study have been tried 
and the ones leading to the best performance have been finally included in Table 2. In 
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the case of WilsonTh, we provide the results obtained from using different values of 
the threshold parameter. The results corresponding to the plain NN classifier over the 
original TS have been also included for comparison purposes.  

Table 2. Classification accuracy (acc) and size reduction rate (size) using different editings 

  NN Wils. Hold. Mult. WProb WilsonTh 
       0.6 0.7 0.8 
Cancer acc 95.60 96.19 96.63 96.63 96.34 96.48 96.63 96.78 
 size  3.44 4.28 7.43 3.36 4.09 5.49 7.68 
Liver acc 65.79 70.70 70.40 59.49 68.67 68.97 69.55 68.95 
 size  32.89 37.10 75.79 27.89 45.94 61.37 67.82 
Glass acc 71.40 67.62 66.03 58.63 66.16 63.97 62.29 62.31 
 size  28.50 46.14 61.21 36.68 20.32 50.58 58.17 
Heart acc 58.16 67.00 67.34 66.64 66.26 65.17 65.12 64.78 
 size  34.44 38.70 69.25 28.51 40.09 53.61 65.09 
Vehicle acc 64.41 60.26 63.22 52.81 62.16 61.32 61.08 59.67 
 size  36.08 39.83 66.66 20.41 43.17 46.01 58.86 
Wine acc 73.04 70.90 75.24 72.42 69.69 69.74 69.20 69.20 
 size  34.97 30.75 45.50 14.60 33.28 35.67 41.43 
Ionosphere acc 83.46 82.02 82.31 69.58 81.74 81.74 80.89 80.64 
 size  16.66 14.52 34.11 18.01 18.01 24.21 25.21 
Texture acc 98.96 98.63 98.56 94.62 98.74 98.49 98.29 98.32 
 size  1.34 3.69 15.31 1.01 1.50 3.17 3.06 
Balance acc 79.20 85.11 85.62 86.41 84.96 86.73 88.50 89.13 
 size  14.80 14.52 37.04 10.76 24.40 32.08 38.40 
Australian acc 65.67 69.27 70.72 68.99 69.56 69.70 68.39 68.54 
 size  31.88 36.88 59.52 25.90 37.02 50.76 57.53 
German acc 64.81 70.40 72.00 70.00 70.70 71.10 70.50 70.50 
 size  30.50 32.27 54.72 26.90 39.62 52.72 60.00 
Phoneme acc 70.26 73.53 74.29 75.35 73.42 73.44 74.02 73.99 
 size  10.56 16.07 37.43 11.98 17.26 24.36 29.15 
Satimage acc 83.62 83.29 83.32 82.35 83.09 83.18 83.24 83.50 
 size  9.43 10.19 24.51 9.25 15.61 19.22 23.90 
Diabetes acc 67.32 73.70 73.69 71.09 74.35 74.60 74.48 74.74 
 size  26.36 44.40 55.76 21.09 37.33 45.47 54.91 

 
The first significant result from this empirical analysis is that the editing algorithms 

here proposed obtain similar classification accuracy to that of other classical methods. 
It is especially remarkable the fact that no editing outperforms the plain NN classifier 
in 6 out of 14 databases, although differences in such cases are not statistically sig-
nificant. Focusing on these results, it seems rather difficult to draw any conclusion 
because of the little significant differences among them in terms of accuracy. 

Examining the other factor of interest in Table 2, that is, the size reduction, the re-
sults show that both Multiedit and the proposed WilsonTh achieve the highest rates in 
all cases, consequently giving the most important decrease in computational loads in 
the classification phase. Although Multiedit achieves the highest set size reduction 
rate almost in all databases (10 out of 14), differences with respect to WilsonTh are 
only marginal. A final remark from the experiments, and perhaps the most important 
one, refers to the fact of comparing both classification accuracy and reduction rate 
simultaneously, WilsonTh outperforms Multiedit in most cases. In other words, the 
proposed WilsonTh algorithm obtains a better trade-off between accuracy and reduc-
tion than that given by Multiedit (or any other editing).  
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Fig. 1. Comparing classification accuracy and set size reduction for different editing methods 
over the Liver database 

In order to assess the performance relative to these two competing goals simulta-
neously, Fig. 1 illustrates the behaviour of the editing techniques in terms of both 
classification accuracy and set size reduction over the Liver database. As can be ob-
served, Multiedit algorithm yields the highest reduction rate, but it produces a very 
poor classification accuracy. On the contrary, Wilson’s editing obtains the highest 
classification accuracy, but it retains too many training instances. Finally, WilsonTh 
schemes (0.7 and 0.8) provide a suitable trade-off between both issues: high enough 
classification accuracy and reduction rate. 

5   Concluding Remarks 

When using a NN classifier, the presence of mislabeled prototypes can strongly de-
grade the corresponding classification accuracy. Many models for identifying and 
removing outliers have been devised. In this paper, we propose two editing algorithms 
that consider the probabilities of an instance to belong to a class. 

A series of experiments over 14 data sets has been carried out in order to evaluate 
the performance of those new editing methods and compare them with other tradi-
tional techniques. From the experiments carried out, it is to be noted that the two 
stochastic approaches to Wilson’s editing attain a suitable trade-off between TS size 
and classification accuracy. 

These editing methods are currently being applied in research works about ongoing 
learning, where throughout these processes, it is necessary to eliminate erroneously 
classified instances in the TS, with the objective of improving the classifier, acquiring 
experience from new unlabeled samples to be incorporated in the TS. 
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