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Abstract—We address the novel question of determining which
kind of machine learning model is behind the predictions when
we interact with a black-box model. This may allow us to identify
families of techniques whose models exhibit similar vulnerabilities
and strengths. In our method, we first consider how an adversary
can systematically query a given black-box model (oracle) to label
an artificially-generated dataset. This labelled dataset is then
used for training different surrogate models (each one trying
to imitate the oracle’s behaviour). The method has two different
approaches. First, we assume that the family of the surrogate
model that achieves the maximum Kappa metric against the
oracle labels corresponds to the family of the oracle model.
The other approach, based on machine learning, consists in
learning a meta-model that is able to predict the model family
of a new black-box model. We compare these two approaches
experimentally, giving us insight about how explanatory and
predictable our concept of family is.
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