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Abstract—Nowadays, the analysis and extraction of relevant
information in visual data flows is of paramount importance.
These images sequences can last for hours, which implies that
the model must adapt to all kinds of circumstances so that the
performance of the system does not decay over time. In this
paper we propose a methodology for background modeling and
foreground detection, whose main characteristic is its robustness
against stationary noise. Thus, stacked denoising autoencoders
are applied to generate a set of robust characteristics for each
region or patch of the image, which will be the input of a
probabilistic model to determine if that region is background or
foreground. The evaluation of a set of heterogeneous sequences
results in that, although our proposal is similar to the classical
methods existing in the literature, the inclusion of noise in these
sequences causes drastic performance drops in the competing
methods, while in our case the performance stays or falls slightly.
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