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Crowd Learning with Candidate Labeling: an
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Abstract—Crowdsourcing is widely used nowadays in machine
learning for data labeling. Although in the traditional case
annotators are asked to provide a single label for each instance,
novel approaches allow annotators, in case of doubt, to choose
a subset of labels as a way to extract more information from
them. In both the traditional and these novel approaches, the
reliability of the labelers can be modeled based on the collections
of labels that they provide. In this paper, we propose an
Expectation-Maximization-based method for crowdsourced data
with candidate sets. Iteratively the likelihood of the parameters
that model the reliability of the labelers is maximized, while
the ground truth is estimated. The experimental results suggest
that the proposed method performs better than the baseline
aggregation schemes in terms of estimated accuracy.
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