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1 Basque Center for Applied Mathematics, Al. Mazarredo 14, Bilbao, Spain

Emails: {ibenaran, aperez}@bcamath.org
2 University of the Basque Country UPV/EHU, P. Manuel de Lardizabal 1, Donostia, Spain

Email: jeronimo.hernandez@ehu.eus

I. INTRODUCTION

In this PhD project, multi-class classification problems are

considered. The standard framework is supervised classifica-

tion: there is a dataset with instances (x) that belong each one

to only one class c from a set of possible class labels ΩC ,

where |ΩC | > 2. The goal is to train a classifier φ that is as

accurate as possible, based on the instances from a part of the

dataset called training set. The examples in a training set are

hand-labeled by means of expert knowledge. However, due to

the rising volume of data and limitations regarding time, expert

availability and/or features of the data, other techniques have

emerged and their use has become more extended.

Recently, and with the development of new technologies in

the information era, the use of crowdsourcing has popularized

through multiple web platforms (e.g. Amazon Mechanical

Turk or CrowdFlower) that allow to process short tasks by

using the workforce of thousands of workers of unknown ex-

pertise. In the last years, crowdsourcing has been widely used

to solve different kinds of problems, such as text correction [1],

text translation [2] or malaria diagnostics [3].

This new paradigm has been welcomed in the machine

learning community as a means to collect labels for unlabeled

instances in a fast way and at a low cost. In the machine

learning context, the workers are referred to as annotators or

labelers. Crowd labeling is the process of getting noisy labels

for the instances in the training set from a set of various non-

expert annotators A. In this sense, an annotator a ∈ A can

be seen as a classifier which provides labels with a certain

amount of noise. As the annotators are not guaranteed to be

experts, many labels are usually gathered for each example.

In the traditional crowdsourcing scenario, every annotator is

asked to select a single label for each instance. This crowd

labeling approach is referred to as full labeling throughout

this document.

Crowd learning consists of learning a classifier from a

dataset with crowdsourced labels. This learning task could

be roughly separated into two stages: (i) label aggregation

(to determine the ground truth label of each instance of the

training set) and (ii) model inference (to learn a model using

the aggregated labels and standard supervised classification

techniques). If the collected labels fulfill certain conditions,

crowd learning can be as reliable as learning from a single

expert in a traditional supervised classification framework [4],

[5].

Most of the approaches to crowd learning, mentioned below,

focus on the first stage mentioned above (label aggregation).

Probably the most popular label aggregation technique is

majority voting (MV), which assigns to each instance the

label that most annotators have selected for it. In weighted

voting [6], the label selection of each annotator is weighted

according to their reliability. As the expertise of the annotators

is often unknown, their reliability has to be calculated based

on the labels they have provided.

Many aggregation methods that also model the reliability

of annotators were derived from the expectation-maximization

(EM) strategy [7]. This strategy was first implemented to learn

with multiple (expert) annotators by Dawid and Skene [8],

and has been widely used since then [9]–[14]. This method

computes estimates for the ground truth and at the same time

computes maximum likelihood estimates for the parameters

that model the reliability of the annotators. It consists of

two steps that are iterated until convergence: (i) Expectation

(E-step), where the expected values of ground truth values

are computed using the current parameter estimates and (ii)

Maximization (M-step), where the parameters are updated

with the new maximum likelihood estimates given the current

expected data. There are some methods [9] that train a

classifier throughout this process. In the model inference stage,

the most common approach is to use the aggregated labels

(which may be a single label or a probability distribution over

the class labels for each instance [15], for example) to train

a classifier. As can be seen, in the traditional crowd learning

scenario, usually only the labels provided by the annotators are

used to perform aggregation and model inference, disregarding

the explanatory variables. An extensive review of different

label aggregation and crowd learning techniques can be found

in [16].

II. HYPOTHESIS

The main hypothesis of this PhD project is that the process

of the traditional crowd learning framework can be enhanced

if extra relevant information, currently easily accessible but

commonly disregarded, is efficiently taken into account. Two
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issues of the traditional crowd labeling approach have been

identified. This PhD project is aimed to provide a solution to

both of them. In the following subsections, each of them is

analyzed separately.

1) Lack of flexibility of the labeling process: As aforemen-

tioned, in full labeling annotators are required to provide a

single label. This request may be too strict when an annotator

is in doubt between two or more class labels. Forcing them

to choose only one label even if they are not sure could lead

to wrong answers. The main hypothesis of this research line

is that a more flexible approach to crowd labeling can extract

more information from the available labelers. In this context,

this project will study the candidate labeling approach, where

annotators are allowed to provide a set of labels L (called

candidate set) instead of a single label for each instance. In

this way, the correct class label is more likely to be selected

and the doubts of each annotator can be reflected.

This first proposal of this PhD project [17], already sent to

an international journal for revision, is inspired by the subfield

of weak supervision [18], which groups different supervised

learning problems where the information of supervision is

incomplete. This proposal is especially based on the partial

or candidate labels [19] problem, which assumes that all the

training examples are provided together with a set of labels,

with the guarantee that the real label is in that set. This

concept is extended to the context of crowd learning and

allows annotators to provide as many labels as they want when

they are not sure enough to choose a single one. Note that,

unlike in the original candidate labels problem, in this case

it is not guaranteed that the real label is in the set provided

by an annotator. Frameworks where the single-label request is

relaxed have already been proposed, such as the works by [20]

and [21], where annotators can say how sure they are about

their annotations, or other works where annotators are allowed

to claim that they do not know the answer [22], [23]. Our idea

may be seen as a step forward in the same direction.

In social sciences, a similar problem has been extensively

studied under the name of approval voting [24]–[26]. Without

ground truth, the objective is to identify popular (approved)

options. When a single option needs to be selected, aggrega-

tion is usually carried out as follows (using machine learning

terminology): Given an instance x, the label included in most

candidate sets is chosen. The studies carried out in this field

are not of our interest since there is not an aim of estimating

a ground truth or of learning any model. Moreover, the

aggregation step disregards the information that the size of the

candidate sets can bring: confident labelers will provide fewer

labels than the hesitant labelers. Assuming that self-confidence

and expertise of the annotators are related, the contribution of

each annotator could be weighted by, for example, giving more

importance to the candidate sets that contain fewer labels. This

idea is addressed in [17] under the name of candidate voting.

In [27], they already provided some evidence that workers

answer faster using candidate labeling ( “checkbox interface”)

than using full labeling (“radio button interface”). Our hy-

pothesis is that not only is this method less costly, but that

more knowledge can be extracted and hence better results

can be obtained than with full labeling. Novel aggregation

and learning methods will be developed within the candidate

labeling scenario in order to achieve more efficient learning, in

the sense that less time and annotators are required to obtain

similar results as techniques using full labeling.

2) Lack of use of the explanatory variables: In crowd-

sourcing scenarios, the descriptive information of the features

of the instances, available by definition in every supervised

classification problem, is rarely used to enhance the label

aggregation process. The sporadic use of this information

is mainly devoted to the estimation of the reliability of the

annotators [28] or to model the difficulty of the instances

within a framework of active learning [5]. However, the

explanatory information only takes part in the decisions of

the aggregation functions indirectly. Up to our knowledge, no

aggregation technique in the related literature uses explicitly

this information.

The hypothesis of this second line of reseach is that the

use of the explanatory features during label aggregation can

enhance the performance of these techniques. Indirectly, this

could impact on the cost of the labeling task, as a lower num-

ber of labels would be required to get a dataset satisfactorily

labeled.

In order to deal with this issue, this research line aims

to produce aggregation methods that exploit the concept of

vicinity to aggregate the ground truth label of an instance in

the context of full labeling. This study is based on the intuition

that, when the class distribution evolves smoothly with respect

to the instance space, the class information included in the

neighborhood of an instance can be exploited to estimate its

class distribution. Under this smoothness assumption, a lower

number of labels for a part of the examples might be necessary

to obtain correctly aggregated labels.

As of today, we are studying the combination of both the

labels gathered for the instance at hand and the labels collected

for its k nearest neighbors for label aggregation. This idea,

named as k-nearest voting, can be understood as an extension

of the majority voting technique described above that takes

into account the features of the instances as well. This method

preserves the simplicity of basic strategies such as (weighted)

majority voting, and is able to exploit the useful information

from the explanatory variables.

III. OBJECTIVES

The main goal of this PhD project is to develop methods

to learn from the crowds using both candidate labeling and

information from the features. The idea is to make the ag-

gregation and learning stages more efficient, in the sense that

better results are reached without increasing the number of

annotators. The objectives are as follows:

O1 To study the benefits and weaknesses of both (i) the can-

didate labeling framework and related learning strategies,

and (ii) the use of the features of the instances for label

aggregation and associate voting schemes.
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O2 To create real-world datasets in order to test the candidate

labeling strategy and different aggregation schemes.

O3 To develop algorithms to learn classifiers from crowd-

sourced data with candidate labeling and aggregation

schemes that take into account the information of the

explanatory features too.

O4 To apply the novel methods to the real problem of skin

cancer diagnosis through medical images throughout a

collaboration with physicians and researchers of a local

hospital.

IV. METHODOLOGY

This PhD project follows the general methodology of study-

ing each problem from a theoretic point of view and then

through an empirical analysis. The results obtained with the

fulfillment of the objectives will be sent to a journal of the

JCR for evaluation (preferably to one of the first quartile).

A version with preliminary results might be presented in a

conference of the field. The tasks planned for the attainment

of the different objectives are detailed below:

O1: To study the benefits and weaknesses of both (i) the

candidate labeling framework and related learning strategies,

and (ii) the use of the features of the instances for label

aggregation and associate voting schemes.

Although the objectives are similar for both research lines,

the tasks are different and they are explained below for each

one of them.

Tasks planned for part (i):

T1 Literature review focused on crowd learning and weak

supervision techniques.

T2 Comparison between the candidate labeling (candidate

labeling) and aggregation (k-nearest voting) technique

and the traditional approaches (full labeling and majority

voting, respectively).

T3 Write a paper that formalizes the candidate labeling

framework and compare the results obtained with the

new and the traditional techniques under different exper-

imental conditions. NOTE: A paper with results about

candidate labeling has been sent to the journal Pattern

Recognition Letters.

Tasks planned for part (ii):

T1 Literature review focused on crowd learning and tech-

niques that take into account the features of the instances.

T2 Development of techniques that make use of the explana-

tory variables (as of today, k-nearest voting has been

considered).

T3 Comparison between the new aggregation techniques that

make use of the explanatory variables and the traditional

approaches.

T4 Write a paper that formalize the new framework and

compare the results obtained with the new and the tradi-

tional techniques under different experimental conditions.

NOTE: A paper with preliminary results of the k-nearest

voting has been sent to the conference CIKM 2018.

O2: To create real-world datasets in order to test the

candidate labeling strategy and different aggregation schemes.

T1 Study the available platforms to obtain annotations (Ama-

zon Mechanical Turk, Crowdflower...).

T2 Make the necessary adaptations in order that the chosen

platform works with candidate labeling.

T3 Generate datasets that are appropriate to test the proposed

techniques associate to candidate labeling against state-

of-the-art approaches.

T4 Publish the newly generated datasets in a journal in order

to make them accessible.

O3: To develop algorithms to learn classifiers from both

(i) crowdsourced data with candidate labeling and (ii) labels

aggregated through schemes that take into account the infor-

mation of the explanatory features.

As in O1, the tasks vary from the part (i) to the part (ii) of

this objective. The tasks planned for part (i) are as follows:

T1 Literature review focused on crowd learning techniques,

especially the ones related to the EM method.

T2 Extension of existing methods to the candidate labeling

framework and development of novel techniques to learn

classifiers within that scenario.

T3 Write a paper with preliminary results for evaluation at a

conference of the area. NOTE: A paper with preliminary

results of an EM-based method extended to candidate

labeling has been approved for presentation at CAEPIA

2018.

T4 Write papers of selected methods developed in T2 for

both the candidate labeling and the k-nearest voting

frameworks.

Tasks planned for part (ii):

T1 Literature review focused on crowd learning techniques

and methods that take into account the explanatory vari-

ables of the instances.

T2 Introduction of schemes that take into account explana-

tory variables into known learning techniques, and/or de-

velopment of novel techniques to learn classifiers within

that framework. Also, combination of these novel tech-

niques (e.g., k-nearest voting) and the candidate labeling

scenario.

T3 Write papers of selected methods developed in T2, show-

ing results.

O4: To apply the novel methods to the real problem of

skin cancer diagnosis through medical images throughout

a collaboration with physicians and researchers of a local

hospital.

T1 Obtain (a) dataset(s) of medical images suitable for our

approach.

T2 Literature review focused on image classification and

pattern recognition.

T3 Apply the methods developed in O3 to the medical

images dataset(s).

T4 Write paper describing the dataset(s) used, the experimen-

tation carried out and the results reached in the previous

task.
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V. RELEVANCE

This PhD project opens two novel research lines to work

with in the context of crowd learning. One is the candidate

labeling framework. Despite having been used previously

under the name of approval voting by researchers from the area

of social sciences, that kind of labeling has barely received

attention in the machine learning community. Thus, many

new learning methods may be built (apart from the ones

developed in this project) within this framework, and the

new datasets that are generated could be used by others to

develop those methods. By posing a more relaxed request to

the annotators, more information is expected to be exploited

and, in consequence, more efficient learning may be possible

than with full labeling.

The second research line is the idea of introducing the

explanatory variables of the instances into the aggregation

stage. The k-nearest voting, for example, can be combined

with different learning models or be inserted as an intermediate

step into an aggregation scheme. If the labels collected for

a certain instance are combined with those gathered for its

neighbors, extra information is exploited in comparison to the

traditional crowd learning framework. In situations where there

are instances that are not labeled or have few labels, these kind

of techniques may be useful.

As mentioned in the objective O4, application of the new

methods will be carried out in collaboration with reputable

researchers from a local hospital. We expect that the results

reached have a positive impact in the resolution of the problem

of skin cancer diagnosis through medical images and that the

new techniques are used in that kind of diagnosis.
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